NATIONAL AIRSPACE SYSTEM

EN ROUTE SYSTEM SUPPORT FACILITY

LABORATORY HANDBOOK


NATIONAL AIRSPACE SYSTEM

EN ROUTE SYSTEM SUPPORT FACILITY

LABORATORY HANDBOOK

[image: image68.wmf]
November 1999

Document Number

HWE-99-2004

Prepared by:

Federal Aviation Administration

William J. Hughes Technical Center

ACT-410

Atlantic City International Airport, NJ  08405

FOREWORD
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1.0 Introduction

1.1 Purpose

The purpose of this document is to provide existing and potential users of the William J. Hughes Technical Center (WJHTC) En Route System Support Facility (ESSF) with a description of system capabilities, system connectivity/interface information and standard operating procedures such as: access, user requests, scheduling procedures, equipment delivery and installation procedures, laboratory protocol, and equipment descriptions.

The Sections of this document contain information introducing the organizations that are responsible for the operations and maintenance of the En Route System Support Facility and their functional responsibilities.  Also included in the following Sections are ESSF system capabilities, general information on the WHHTC including laboratory card-key access, laboratory services, request and scheduling procedures, also fire, safety and security issues are addressed.

Appendix A provides samples of identification and clearance forms necessary for access to the WJHTC and to the laboratories therein (see Appendix A listing).  Appendix B includes laboratory area layouts for the second and third floor Red Brick Building (RBB) and the third floor Laboratory Expansion Building (LEB) with the laboratory and/or systems labeled included in the diagrams are the names of the Systems Engineer responsible for that area.  This section also provides laboratory/system and hardware configuration diagrams (see Appendix B listing).  Appendix C includes forms necessary for requests, access and filing reports within the laboratory (see Appendix C listing).

1.2 En route System Support Facility (ESSF)

The En Route System Support Facility Laboratory Handbook is designed to assist users of the En Route System Support Facility (ESSF).  The WJHTC En Route System Support Facility (ESSF) is a testing facility comprised of the Display System Replacement (DSR), Display Channel Complex Rehost (DCCR), Computer Display Channel (CDC), Enhanced Direct Access Radar Channel (EDARC), Host Computer System (HCS), Peripheral Adapter Module Replacement Item (PAMRI), Host Data Link (HDL) and the 3090 Job Shop.  This test facility provides a controlled environment with provisions to interface with other systems and subsystems for extensive, realistic, simulated inputs, as well as live radar data.  The ESSF was implemented to support the automation efforts of the FAA.

The ESSF at the Technical Center is managed by the Laboratory Management Division, ACT-400, which is responsible for engineering, planning, operation, maintenance and scheduling of the Technical Center’s multi-user facilities including, but not limited to: NAS related laboratories (including radar sites), Technical Research and Development facilities, integration of future systems and Configuration Management.  The two branches, NAS Hardware Engineering and Maintenance Branch (ACT-410) and Software Engineering and Administrative Branch (ACT-420), provide the management, operation, maintenance, utility software development and systems engineering necessary to support the ATC Laboratories.

While the highest priority is given to field support activities, the ESSF also provides for Research and Development (R&D), and Operational Testing and Evaluation (OT&E) functions.  This versatile posture has allowed for successful NAS software enhancements and the transition to the Host Oceanic Computer System, for example.

2.0 ORGANIZATION OVERVIEW

2.1 LABORATORY MANAGEMENT DIVISION (ACT-400)

The Center's Laboratory Management Division manages the activities of the NAS Laboratories including: the En Route System Support Facility, the Terminal System Support Laboratory (TSSL), the Oceanic Display and Planning System (ODAPS), Automated Flight Service Station (AFSS) Computer Operations Laboratory, Scan Radar Laboratory (SRL), and the ATC Voice Communications Complex.

The support to these laboratories includes:

	· configuration management
	· test bed maintenance and enhancement

	· laboratory scheduling
	· computer operations

	· documentation library services
	· systems engineering


The Division also provides a variety of other technical and engineering services for laboratory customers in support of research and development (R&D) system installations and proof-of-concept testing.

2.1.1 Hardware Engineering & Maintenance Branch (ACT-410)

The Hardware Engineering & Maintenance Branch (ACT-410) establishes and enhances multi-users laboratories for R&D, experimentation, evaluation and testing, maintenance and field operational system support, including space planning, managing, directing, and coordinating the technical, electronics, electrical, and digital engineering for the multi-user laboratories and the NAS facilities at the Technical Center.

The Branch also provides/performs:

· Hardware development, systems maintenance and system engineering enhancement in support of new NAS & R&D systems installation, development and testing.

· Systems Engineering support required to plan and develop specifications for laboratory system configurations and interfaces.

· Configuration Management, advanced and transition planning for efficient use of laboratory space, systems hardware expertise and systems consultation service as related to air traffic control and experimental systems, establishing and maintaining hardware configuration control procedures to ensure that only authorized modifications are performed and that the current configuration of the equipment is documented.

2.1.1.1 System Engineering Section (ACT-411)

The Hardware Engineering Section (ACT-411) provides engineering services to ensure effective operation of the branch’s NAS system laboratories, technical services, and systems involved in the support of automation activities.

Provided in these services are: 

· Detailed system engineering design for modification to R&D and NAS laboratories and their support systems for current and future programs.

· Design and modifications of experimental and prototype digital and analog elements (equipment and systems).

· Developing installation and maintenance standards for equipment, subsystems, and systems.

· System engineering related to laboratory operations and maintenance.

· Preparing and coordinating program support requests in the establishment or modification of environmental requirements, establishing and maintaining a master file and annual listing of engineering drawings covering the laboratory, directing and controlling their preparation and distribution.

· Initial concepts and design for hardware modification to laboratory and computer complexes and their support systems and evaluation of new technical developments for improving overall systems.

· Develop short and long range plans to modernize the ATC systems in all of the NAS system laboratories.

· System hardware expertise and systems consultation service as related to air traffic control and experimental systems to all user services.

· Plan and conduct site surveys and serves as the technical on-site representative for all new developmental NAS systems being delivered to the Center’s laboratories.

· Prepare and coordinate program support requests in the establishment or modification of environmental requirements concerning the labs.

· Establish and maintain a master file and annual listing of engineering drawings covering the laboratory, directing and controlling their preparation and distribution.

2.1.1.2 Laboratory Maintenance Section (ACT-412)

The Laboratory Maintenance Section (ACT-412) provides a number of services to the laboratories to ensure effective operation of the branch’s NAS system laboratories, including:

· Installation, modification, technical operation and maintenance of test bed projects, services facilities and experimental equipment and systems within the NAS facilities assigned to the branch.

· Schedules and performs hardware checkout, system checkout, and restoration using diagnostic and operational software in conjunction with digital computers.

· Provides technical coordination and status reporting for timely operation of all NAS facilities, services and systems involved in supporting utilization of NAS system support automation and lab facilities.

· Provides technical expertise to support special user requirements.

· Maintains a current lab equipment list reflecting those NAS configuration decisions and electronic equipment modifications incorporated into the equipment.

· Provides expertise in problem definition and/or resolution for hardware and software conflicts.

· Serves as the focal point between data processing operations and user organizations relative to immediate hardware and operational software system malfunctions, provides the system analysis required to expedite corrective actions.

· Manages the computer program versions available for floor use, advises users of program levels available and maintains status accounts of program versions released by production elements for laboratory use.

2.1.2 Software Engineering  and Administration Branch (ACT-420)

The Software Engineering & Administrative Branch provides extensive software, hardware, operations, and management services involving multiple, large scale, multi-user/multi processor mainframe and distributed computer systems. These services provide both direct and indirect support for the FAA’s National Airspace System (NAS) and many of the FAA’s RE&D technical programs.

Available services provided include:

· NAS Laboratories Customer Service Center environment.

· NAS Laboratory System Facility scheduling and conflict services.

· Multi-programming language compilers and assemblers.

· Statistical analysis and data reduction tools.

· Mainframe hosted Client/Server Disaster/Recovery backup services.

· Multimedia data library support and services.

· Multiple Asynchronous communications dial-up support.

· Development, testing, and evaluation of equipment, systems, processes, techniques and procedures.

· Installation and maintenance of operating systems and providing software maintenance for operating systems supported.

· Evaluating and acquiring necessary computer hardware, software, and services needed for supported systems.

· Laboratory switching.

· Laboratory scheduling.

· Operating and maintaining the agency’s centralized repository and distribution for all documentation related to NAS documentation.

· Computer operations support for multiple NAS and non-NAS computer systems.

· Tape management services that are required by all Center divisions, contractors, and field support elements that use the division’s NAS facilities.

2.1.2.1 Software Engineering Section (ACT-421)

The Software Engineering Section (ACT-421) provides services to the NAS Laboratories and user community that include:

· Installing and maintaining operating systems and providing software maintenance for operating systems and subsystems in the field.

· Developing, testing and evaluating new equipment, systems, processes, techniques and procedures.

· Providing for centralized system design, evaluation, testing, implementation, and documentation of computer systems and software applications supported.

· Conducting systems analysis, design and modification for enhancement of computer systems supported.

· Providing system performance monitoring and measurements to ensure maximum utilization of resources and provide recommendations for determining system enhancements and/or new procedures.

· Designing, developing, and maintaining teleprocessing network communications interfaces, operating system techniques, and software programs for efficient use of computer systems supported.

· Providing system analysis support relative to customer identified and reported problems and anomalies.

· Providing computer resources for data reduction, analysis and conversion, of technical projects supported.

· Evaluating and acquiring necessary computer hardware, software and software licensing needed to accomplish project tasks.

· Providing computer system consultation to customers needing assistance in the performance of new and existing projects and tasks.

2.1.2.2 System Administration Section (ACT-422)

The System Administration Section (ACT-422) Manages computer operations of all NAS laboratories, assists in tracking laboratory utilization and provides Tape Library services for all NAS laboratories.  

The Section (ACT-422) also provides services including:

· Operating all computers connected with NAS En Route, Terminal, Oceanic, and all peripheral equipment associated with the labs.

· Operating all division electronic digital computers used for technical applications including assigned special purpose computers.

· Assisting in the resolution of failures and malfunctions associated with the operation of software programs in the library.

· Interfacing with users on normal daily computer operations and library matters.

· Cooperates fully with FACO in implementing computer schedules

· Operating and maintaining multimedia data libraries and also provides biographical data and cross reference listings necessary for efficient library operation.

2.1.2.3 Technical Computer Data and Information Center Section (ACT-423)

The NAS Laboratories and their users rely on several services to provide assistance in areas such as technical support, information retrieval, and system troubleshooting. These and other technical support services are the domain of the Technical Computer Data and Information Center.

The Technical Computer Data and Information Center (TCDC) (ACT-423) is a research and development oriented computer facility that is available to all individuals working on valid FAA projects.  The TCDC is located on the 2nd floor of the Red Brick Building (RBB), column C29.  The facilities are available 24 hours a day, 5 days a week, from 8:00 a.m. Mondays to 8:30 a.m. Saturdays, with additional support arranged by request.  The TCDC Team Leader can be contacted at 485-6326; the Operations Supervisor can be reached at 485-5770.

Additionally the TCDC performs the following:

· Installs and maintains operating systems and provides software maintenance for operating systems and subsystems supported in the field.

· Develops, tests and evaluates new equipment systems, processes, techniques and procedures.

· Provides for centralized system design, evaluation, testing, implementation, and documentation of computer systems and software applications supported.

· Conducts system analysis, design, and modification for enhancement of computer systems supported.

· Provides system performance monitoring and measurements to ensure maximum utilization of resources and provides recommendations for determining system enhancements and/or new procedures.

· Designs, develops, and maintains teleprocessing network communications interfaces, operating system techniques, and software programs for efficient use of computer systems supported.

· Provides system analysis support relative to customer identified and reported problems and anomalies.

· Provides computer resources for data reduction, analysis and conversion of technical projects supported.

· Evaluates and acquires necessary computer hardware, software, software licensing needed to accomplish project tasks.

· Provides computer system consultation to customers needing assistance in the performance of new and existing projects and tasks.

· Represents the organization at technical and professional conferences and user groups within the user community.

· Provides expert advisory services and agency representation at national and international conferences and meetings with members of other governments, government agencies and private industry.

· Prepares, issues and updates weekly utilization schedule for the labs and supporting elements and systems. The schedule indicates user assignments, maintenance and configurations.

· Coordinates through FACO the scheduling of NAS facilities for users outside the division.

· Provides analysis of utilization to ensure that use versus capacity of the computer systems remains within pre-defined parameters. Provides expertise to adjust schedules and workloads for optimum workflow. Analyzes facility requests to ensure that support requirements can be met.

· Serves as a focal point for collection of facility utilization data.

· Serves as focal point for all data input and output processing for computer systems.

For information or requests for an ID, contact any of the following personnel:

Title - Phone # - Email address

Section Supervisor (609) 485-5326 -- turreenl@faatcrl.tc.faa.gov 

Team Lead / COTR (609) 485-6326 -- atwood@faatcrl.tc.faa.gov
Operations Supervisor (609) 485-5770 -- tcdcops@tc.faa.gov
Analyst Supervisor (609) 485-6337   - whildinf@faatcrl.tc.faa.gov
Laboratory (609) 485-5570 -- tcdcops@tc.faa.gov
The Facility Control Office (FACO) operating under ACT-423 is responsible for compiling, publishing and daily updating of the En Route, Terminal, Oceanic and Mode-S Laboratory weekly schedules.  FACO is also responsible for: 

· Maintaining a current knowledge of new configuration changes, modifications, updates and new equipment in the labs.
· Conducting a meeting once a month with Scheduling Coordinators, Project Managers, and other systems users.
· Obtaining current and future system requirements, resolving schedule conflicts, and briefing the attendees on any system changes.
· Publishing a monthly utilization report detailing the utilization activities of all the NAS Facility under the authority of ACT-423.
· Authorizing access into all of the NAS Laboratories.
FACO representatives can be reached at:

Title - Phone # 

Technical Lead - En Route Systems
485-5896 - Bobby.Nichols@tc.faa.gov
Terminal, Mode S and Oceanic Systems
485-5332 - Patricia.Moore@tc.faa.gov
Utilization Reporting
485-6208 - Val.Reighard@tc.faa.gov
3.0 GENERAL INFORMATION

The following procedures are necessary for obtaining access to the Technical Center and the laboratories as stated in CT Order 1600.71, Technical Center Security and Identification System.

3.1 VISITOR ACCESS

Between the hours of 7:00 a.m. to 3:30 p.m. visitors must stop at the Security Operations Center (SOC) before going to the main gate for a temporary parking permit and visitors badge.  Visitors must provide a valid drivers license, automobile registration, proof of insurance and a name for point of contact (POC).  The Security Operations Center can be reached at (609) 485-5210.

If entering the facility before 7:00 a.m. or after 3:30 p.m. visitors should proceed to the Main Gate then to the security console (guard station) located in the atrium of the T&A building where they will be provided with a temporary parking permit and visitors badge.  The visitor must have the name, routing symbol, and phone extension of their POC for the security guard station.

When exiting the Center, the parking permit and badge must be returned to the guard on duty at the SOC or to the security console in the atrium of the T&A building.

3.2 Long Term Access

To obtain photo identification that provides authorization to enter the Technical Center and card-key access to the Center’s laboratories a Security and Identification System Access Clearance Form CT.1600.71 must be completed and proper signatures obtained these forms are available through the SOC (see Appendix A-3 for a sample form).

The FAA supervisor/Contracting Officer Technical Representative (COTR) will indicate the areas to which access is needed, then the COTR will sign the form.  Some areas may require written justification for access.  Once the COTR signs, a representative from FACO will approve access and sign the form.  (FACO representative is located in the Red Brick Building (RBB) 3rd floor, column D-27).  Then the form is returned to the SOC for processing Monday through Friday only between the hours 8:30 - 11:30 a.m. and 1:00 - 3:30 p.m.  Other requests such as: lost or stolen badges, vehicle decals, etc. may be processed throughout the normal working day.

Once a cardkey badge has been obtained, the user must wear their badge visibly at all times.  Samples of the various badges are in Appendix A-9.  The badge color denotes the wearer’s affiliation:

· Federal Employee

Blue Background

· Federal Visitor

Blue Stripe

· Contractor Employee
Green Background

· Contractor Visitor

Green Stripe

The numeric code denotes the wearer’s authorized access:

· 1 - Laboratories and Airport Operations Area

· 2 - Air Operations Area

· 3 - Laboratories

· 4 - General access; no access to any restricted areas

The badge expiration date is based on the employee’s birth month, three years from the date of issue.  In the case of visitor cards, the length of the assignment determines the expiration date.

To obtain a DOT photo ID, the user must complete the Application for Identification Card Form 1681 (see Appendix A-1 for sample form), the information on this form must be type written except for the signature.

3.3 Parking Access

To obtain a parking permit/vehicle decal an Official Parking Application Form CT.1600-12 (see Appendix A-7 for sample form) must be completed including COTR approval signature.  The form is then returned to the SOC along with vehicle registration, insurance card and valid drivers license and a Vehicle Decal and Regulation Acceptance Receipt CT Form 1600-12.1 (see sample form in Appendix A-8) will be signed and the decal received.  These forms are available through the SOC.

3.4 Telephone Instructions

The Technical Center switchboard operator can be reached at (609) 485-4000 Monday through Friday during the hours of 7:30 a.m. to 12:00 a.m.  These times may change due to weather conditions, emergencies, or special events.  At all other times the Center Duty Officer will field incoming calls and facsimile service at extension (609) 485-6482.

Outgoing personal calls will not be accepted through the Center switchboard (exceptions may be made in cases of emergency or by charging to a calling card).  Pay stations are located throughout the Center for your convenience.

To place a call within the Center dial “5”, and the four digit extension.  To place an off-Center call within the local dialing area or to place a 1-800 number dial “9”, wait for a dial tone and the complete number.  To place an off-Center call dial“8” the area code and the number.

4.0 Laboratory and Technical Center Policy

All employees and visitors must adhere to the following rules:

a) Buildings must be evacuated upon hearing a fire alarm.

b) No smoking is permitted within the buildings except in designated areas.

c) Report any safety, fire, and security problems to the Security at extension 5-1111.

d) Photography is permitted (with an escort) in non-secured areas.

4.1 NAS Laboratory Policy and Procedures

a) Lab systems and/or equipment being delivered installed or removed must be coordinated with the ACT-410 En Route System Engineer.

b) Report laboratory problems to ACT-410 (e.g. power, lighting, radar inputs, etc.).

c) Eating and drinking is not permitted in the laboratories, except in designated areas.

d) Space requirements must be coordinated with the ACT-410 En Route System Engineer.

e) Storage requirements both personal and Government Furnished Property (GFP) must be coordinated with the ACT-410 En Route System Engineer.

f) Laboratory users are responsible for maintaining a clean work area. Generated paper products, i.e.: listings, flight strips and miscellaneous scraps must be disposed of prior to leaving the lab area.

g) Scheduling conflicts are resolved by the Customer Service Center or by the laboratory manager.

h) The Customer Service Center must approve card reader access to the NAS Labs.

i) Visitors will not be permitted into the lab without proper authorization, and/or escort.

j) Identification/visitor badges must be worn with the photo visible at all times.

k) Telephones in the labs are to be used for official business only.

l) All Center Work Requests and Trouble Desk service orders shall be initiated through the ACT-410 En Route System Engineer.

m) Exterior doors to the labs are to remain closed, the ACT-410 En Route System Engineer must approve any exception.

4.1.1 Security

Physical Security and Automated Information System (AIS) Security requirements for FAA facilities are promulgated in FAA Orders 1600.6C and 1600.54B respectively.  The Center NAS Labs are deemed critical sites and the establishment of a secured environment is necessary.  The diversity of the Center NAS Laboratories makes it complex to establish universal, rigid security standards.  However, NAS Lab users can decrease security risks by practicing and enforcing the following security measures:

4.1.1.1 Physical Security

a) Always display security identification badge.

b) Never use your badge to allow access into the facility for visitors, guests or relatives.

c) Never lend your security identification badge to anyone.

d) Promptly report the loss or theft of your security identification badge.

e) Notify the Security Operations Center at extension 5-5210 if lab access doors or card-key readers are not working properly.

f) Do not allow visitors into the lab areas if you are “uncomfortable” with the purpose of their visit or there appears to be a problem.  Call the Security Console at once, the emergency number is 5-1111.

g) Do not allow visitors to your lab area to have access to other lab areas.

h) Immediately report persons who appear unannounced in your lab area, are lost, or seem in any way suspicious.

i) Do not admit unexpected maintenance or delivery personnel without verifying their right to be in that area.

j) Challenge unknown persons in your lab area.

k) Keep all security doors locked at all times, especially those leading into a restricted area.

l) Always keep important files locked in security cabinets.

m) Keep anything of value locked and secure.

n) Don’t bring personal valuables to the work area.

o) Be alert for strange objects and/or packages, which may be easier to spot if lab areas are kept orderly.

p) Never touch or disturb a strange package or suspicious item such as a briefcase, bag or box not belonging in your lab area.  Call for emergency personnel immediately at 5-1111.

q) Follow Center Bomb Threat Procedures (available at the Security Operations Center) if you should receive a bomb threat call or discover a suspicious package or object in your lab area.

r) Lab Managers should issue and control keys, conduct semi-annual inventories, and have locks changed when keys are missing.  Notify the Security Operations if keys are missing.

s) Report missing, stolen, or destroyed government property to the Security Operations.

4.1.1.2 Automated Information System (AIS) Security

a) Treat AIS information as you would any valuable asset.

b) Use government computer systems only for lawful and authorized purposes.

c) Observe policies and procedures established by agency management.

d) Recognize that you are accountable for your activities on government computer systems.

e) Report security violations and unusual occurrences to your lab management.

f) Make certain no one can impersonate you.

g) Safeguard sensitive information from disclosure to others.

h) Avoid costly disruptions caused by data or hardware loss.

i) Maintain the authorized hardware/software configuration.

j) Protect lab equipment.

k) Protect lab areas.

l) Protect lab passwords and change them often.

m) Protect lab documents/files.

n) Protect against viruses and use approved FAA anti-virus software.

o) Lock up storage media containing sensitive data.

p) Back-up lab data.

4.1.2 Safety

a) All safety and health issues should be reported to the NAS Facility Management Team immediately.

b) The ACT-410 En Route System Engineer must give approval before the use of electrical extension cords.

c) Do not store items (boxes, computer equipment, etc.) on top of cabinets.

d) Do not block electrical panels, fire extinguishers, fire alarm boxes, or emergency exits.

e) In cases of emergency, or sounding of fire alarms, personnel must immediately evacuate the labs.

4.1.3 Fire

In case of fire, alarms will signify a fire condition.  All personnel not assigned emergency duties are to evacuate the building immediately.  Walk to the nearest exit and proceed into the adjacent parking lots approximately 200 feet from the building area so as not to hinder fire apparatus and personnel movement.  The red floor tiles in laboratory walkways are designed to assist employees towards an exit when severe smoke condition exists.  Specific details available see CTN 3900.45.

4.1.4 Enforcement

The safety of all personnel utilizing these facilities is paramount, therefore, deliberate or intentional deviation from these policies and guidelines without the approval of the NAS Facility Management Team can result in the loss of laboratory privileges.

5.0 Capabilities

This section describes the En Route System Support Facility (ESSF) capabilities and resources, which are available to users.  Information is provided on computer configurations, subsystem interfaces, voice communication and software/hardware personnel support.

The flexibility to reconfigure the systems easily and quickly to satisfy user requirements is an important part of the facility design concept.  This flexibility is achieved through the integration of numerous signals and data switching networks, which connect a variety of laboratory systems.

5.1 Physical Plant

The ESSF consists of numerous computer-based systems and peripherals, in addition to the diverse interconnecting systems within the NAS Facility laboratories.  The second floor area layout of the Red Brick Building (RBB) (illustrated in Appendix B-1) contains the following ESSF systems and subsystems: 

	· Computer Display Channel (CDC)

· Remote Maintenance Monitor System (RMMS)

· Voice Switching and Control System (VSCS)

· Rapid Deployment Voice Switch (RDVS)

· Target Generation Facility (TGF)
	· Data Distribution Area (DDA)

· Enhanced Direct Access Radar Channel (EDARC)

· Pilot Simulation Lab

· National Airspace Data Interchange Network (NADIN)




The third floor area layout for the RBB (illustrated in Appendix B-2) houses the following ESSF systems and subsystems:

	· Host Computer Systems (HCS) - (3) three
	· Host Interface Device (HID/NAS LAN)

	· System Support Facility (SSF)

· Project Support Facility (PSF)

· Auxiliary Support Facility (ASF)
	· Oceanic Display and Processing System (ODAPS).

· Display Channel Complex ReHost (DCCR)

· ESSF Tape Library


The CDC/DCCR display laboratory in the third floor RBB includes the CDC and DCCR each with Plan-View Displays (PVDs) and the AMCC (ARTCC Maintenance Control Console).  CDC PVD #12 is often switched from the AMCC to the CDC equipment area on the 2nd floor.  The ESSF Display Laboratory floor plan is shown in the third floor area layout (see Appendix B-2). CDC/DCCR display laboratory equipment is shown in Appendix B-6.

The third floor of the Laboratory Expansion Building (LEB) (illustrated in Appendix B-3) houses the following ESSF systems and subsystems:

	· Display System Replacement (DSR)

· 3090 Job Shop
	· Display System Support Complex (DSSC)

· DSR Facility and Simulation Control (F&SC)


Support Systems

5.1.1 Host Computer System (HCS)

The Host Computer System comprises the major processing equipment for En Route air traffic control facilities.  The HCS was designed to provide maximum operational availability and reliability to meet the demands of the air traffic control environment.  Existing NAS operational software has been utilized to the greatest extent possible.

The HCS processing group consists of an IBM Model G-3 central processor and a Hardware Maintenance Console (HMC).  There are two processing groups and redundant channel paths to the peripheral devices.  This configuration eliminates the possibility of a single point of failure.

The HCS depends on Keyboard Video Display Terminals (KVDT’s), Keyboard Printers (KPR’s), High Speed Printers (HSP’s), Direct Access Storage Devices (DASD’s), and tape storage devices to provide the capability to monitor, control and support the NAS operations in the primary processor, and NAS support functions in the secondary processor.  The input/output (I/O) are available by their internal switching controllers or by separate switching to both processors.

Either HCS processor, primary or secondary can be the NAS operations Processor.  Part of the switching control in the HOST also has the capability to maintain operations and support I/O device pools when the NAS operations perform a switchover between the processors.

There are three HCS’s installed at the WJHTC.  They are the System Support Facility (SSF), the Project Support Facility (PSF) and the Auxiliary Support Facility (ASF).  There is also a Host Substitute (9121) which operates in a limited capacity.  In addition, Host systems can be configured to any of the three Display System Replacement (DSR) labs which are Display System Facility (DSF) 1, DSF2, Test & Evaluation (T&E) via 3814 switches utilizing spare Host channels currently designated “E” and “F”.   The HCS Interfaces are illustrated in Appendix B-5.

5.1.1.1 Host System Support Facility (SSF)

The HCS SSF system is used to duplicate field operations for support functions.  The capability to simulate actual configurations is accomplished through this system.  Testing and analysis is performed to support ARTCC operations and development programs.

The HCS SSF can be configured to drive the CDC, DCCR or DSR controller laboratories.  The CDC displays are operated through Raytheon CDC Display Generators (DG’s), and Radar Keyboard Multiplexors (RKM’s).  The DCCR displays are operated through IBM 9221-170 DCCR display controllers.  Both display systems use Raytheon Plan View Displays (PVD’s).  DSR uses RISC 6000 processors and Sony 30” Color Monitors.  The Host/PAMRI I/O device addresses for each display laboratory are illustrated in Appendix B-10.

5.1.1.2 Host Project Support Facility (PSF)

The HCS PSF is composed of the same IBM hardware elements as the SSF.  It interfaces with the CDC/DCCR Project and Radar Display Systems (RDS), via the Computer Switching Management System (CSMS).  It is primarily used for software development and testing of DSR and other ongoing developmental projects.

5.1.1.3 Host Auxiliary Support Facility (ASF)

The HCS ASF is also composed of the same IBM elements as the PSF and SSF.  The ASF is currently used for DSR field support as well as software development and operational testing.

5.1.2 Host Substitute (9121)

The Host substitute is comprised of an IBM 9121 mainframe dual processor complex.  It is used for limited host operations in the development of DSR.

5.1.3 HOCSR

The HOCSR program is four-phased.  It replaces the current Host and Oceanic processors and peripherals in line with the end-of-service dates of their various components.

The phased replacement approach was structured and adapted to eliminate operational and supportability risks relative to financial affordability.  The phased approach also allows for a smoother transition process as new hardware and peripherals are deployed.  These phases are as follows:

· Phase 1 consists of the Central Processor Replacement.  The 3083 elements being replaced by an IBM 9672-RA4 (G3).  An interim period for transition has both systems running and transition switch networks installed for processor selection.

· Phase 2 is focused on software changes only for the upgrade of the National Airspace System monitor to the IBM 390 instruction set.  An instruction set is a set of related software application instructions performed to fulfill specific user needs.  Currently a Series 1 Replacement (S1R) project is in progress at the WJHTC Oceanic Lab.  The IBM Series One processor will be replaced with the S1R a RISC-6000 based processor system.

· Phase 3 activities will involve the replacement of user interface devices including keyboard video display terminals, printers and communication controllers.  The replacements include those components’ connections to the Host and Oceanic replacement processors.

· Phase 4 consists of the replacement of disk drives, tape drives and DASD elements.

5.1.4 3090 Job Shop

The Job Shop provides tools for software development and maintenance, test and verification, technical management, configuration management and field support functions.  It also provides logon access to operational field sites for adaptation data collection, problem reporting, and system distribution.

5.1.4.1 3090 Processor Complex

The 3090 Processor Complex is a general purpose, high performance processor complex designed to meet the expanding work requirements of both the WJHTC and ARTCC users.  These requirements consist of software development activities as well as various support activities  (i.e. PTR/INFO Database).

The processor complex includes two central processors, a large capacity central storage, a system control element, a channel subsystem, expanded storage (optional), and a processor controller.   The 3090 Complex is located in the third floor laboratory of the Laboratory Expansion Building (LEB) column I3.  

5.1.4.2 3090 Processor Unit

Each central processor comprises the following four interrelated elements:

	a) Instruction Element - 
	Decodes and prepares the machine, instruction for processing by the execution element.

	
	

	b) Execution Element -
	Has the instruction codes, operands and operand addresses that are necessary to execute the instruction.

	
	

	c) Buffer Control Element -
	Integral part greatly enhances system efficiency including dynamic address translation and a 64K-byte cache.

	
	

	d) Control Storage Element -
	9K work array partitioned as follows: 8K words of 144 bits of read only storage, 1K words 149 bits of read/write storage.  The CSA provides the micro-orders that control the central processor’s operations.


 3092 Processor Controller

The 3092 Processor Controller is an independent processing unit that has the facilities for controlling and monitoring the 3090 Processor Complex power and program operations.   The processor controller monitors and controls individual areas of the 3090 Processor Complex by defining each area (such as power, operator console, and services console) as a virtual system in the processor controller program.

 3090 Connectivity

The 3090-600E is attached to the Display System Support Complex (DSSC), Lockheed Martin, CSC via Frame-Relay Network, Hughes Reston via Frame-Relay Network and the Tech Center Backbone LANs.

5.1.4.3 3090 Power and Coolant Distribution Unit

The power is distributed to the 3090 Processor Complex through the power distribution frame.  Source power is furnished by an IBM 3089 Power Unit Model 3.  The coolant distribution frame consists of a distilled-water, closed-loop circulating system.

5.1.5 Display Channel Complex Rehost (DCCR)

The DCCR is an IBM 9221-170 based display subsystem.  DCCR replaced the IBM 9020E system.  It interfaces with the HCS through 2 Multi-system Channel Communications Units (MCCU’s) and is configured to a Host System (ASF, PSF, or SSF) via the Computer Switching Management System (CSMS).  The DCCR System Block Diagram is illustrated in Appendix B-7.

5.1.6 Computer Display Channel (CDC)

The CDC is a major NAS display subsystem.  The CDC is configurable to the HCSs via the CSMS.  The selector channel addresses are 80, 81, and 82.  The CDC PAMRI addresses are illustrated in Appendix B-10.

5.1.7 Enhanced Direct Access Radar Channel (EDARC)

EDARC is a backup radar display subsystem which provides a limited ATC operation in the event of a failure of either the primary radar subsystem (CDC or DCCR) or the Host computer system.  The EDARC is being used to develop, test and debug enhancements to the system.  The Raytheon RDS500 and Motorola MC68000 computers are the major elements in the system, which also includes two Control Processors (CPs), one online and one offline.  The System Status Control unit (SSC) which provides local maintenance and configuration data, also interfaces to the AMCC (ARTCC Maintenance Control Center).  The Display Processors (DP’s) interface directly with the PVD Display Generators (DGs).  One DG can drive six PVDs.  The EDARC has six DP’s.  The EDARC system is illustrated in Appendix B-9 including EDARC Switching.

5.1.8 Enhanced Direct Access Radar Channel II (EDARC II)

A second EDARC with limited capabilities is used at the WJHTC almost exclusively for testing and development of the DSR system and is switchable to any of the three DARC radar display labs or can be viewed locally at the DARC II location on (4) DSR consoles known as the EDARC mini-lab.

5.1.9 Display System Replacement (DSR)

The mission of the Display System Replacement (DSR) is to replace aging display channels, Plan View Display (PVD), Flight Strip Printers and computer update equipment at the ARTCCs with upgraded technology of equivalent functional capability.  The upgraded system must support growth, future functional enhancements, and the introduction of new capabilities needed for improved safety and efficiency.

The Display System Replacement (DSR) modernizes the FAA’s ATC computer equipment in the twenty ARTCCs.  DSR provides high reliability and availability through hardware redundancy, fault tolerant software design and primary and backup networks.  DSR replaces the current 19-inch circular Plan View Displays (PVDs) with 20-inch square displays.  It also replaces the Data and Assistant Consoles (M1) and the display channels with new technology equipment.  DSR provides redundant hardware and network paths with modern Reduced Instruction Set Computer (RISC) processing technology for improved speed, reliability and capacity.  In addition to replacing aging equipment, the DSR architecture serves as a platform for future ATC System upgrades.

The various DSR hardware configurations support the implementation, testing, maintenance, modification and enhancement of the DSR system; these hardware configurations can simulate any ATC Center.  They consist of:

Two DSR System Support Facilities – 

DSF 1 located in the LEB provides for maximum stress testing of any DSR field site using real and simulated position consoles.

DSF 2 located in the LEB provides for replication of smaller ARTCCs such as Seattle using real and simulated position consoles. 

One Test and Evaluation (T&E) Facility - 

Located in the LEB this lab is used primarily for software development testing and can be subdivided into as many as four mini-labs each with a full access ring set.

One DSR Display System Support Complex (DSSC) Facility – 

Located in the LEB this lab contains multiple RISC System/6000 processors working as specialized servers performing the main functions of the Software Development Environment.  These are supplemented by personal computer workstations dedicated to specific tasks.  These hardware platforms manage software configurations and builds, commercially available software products, software development, software engineering and analysis and document production.

One Facility & Simulation Control (F&SC) Facility – 

Located in the LEB this lab provides for the simulation of external interfaces and actual position consoles within the DSSC test beds.  Test Interface Units (TIU) act as hardware controllers and data injectors for the R/6000 processors that are packaged within the custom racks.  The processors simulate the R, D and A position consoles in the absence of physical frame enclosures, data entry devices, output devices and main display controller equipment.

The F&SC consists of two 9121’s and peripherals.  The two 9121‘s are model 320’s with PR/SM installed.  They are logically partitioned with two VM/ESA 2.2 systems running in each partition.  HOSTSUB is the only partition still running VM/SP HPO 5.

The naming conventions for the 9121’s are F&SC1 and F&SC2.  The F&SC complexes are setup with two shared, two-way partitions.  F&SC1 has SDR1 and SDR2 systems running in it.  F&SC2 has SDR3 and HOSTSUB systems running in it.  F&SC1 has six (6) 3380-CJ’s attached to it.  F&SC2 has twelve (12) 3380-CJ’s attached to it.  All systems have 3490 tape drives defined in them.  Each system has one (1) 3174 terminal controller and all SDR’s have one (1) printer; SDR1 has a 4248 and SDR2 & SDR3 have 6262’s.  The HOSTSUB system has two (2) 4248 printers.  

These facilities or testbeds will be integrated with the Government Furnished Equipment (GFE) FAA Host and EDARC systems to provide maximum utilization of DSR resources.  The testbed design objectives are to provide as many different configuration options to the users, and to support the concurrent execution of as many individual testbed configurations as interfacing resources will permit. Hardware configuration capabilities planned for DSR will allow users to logically replicate any ARTCC field site.

The two DSR System Support Facilities (DSF 1&2) contain a total of 74 consoles, thirty-six in DSF1 and thirty-eight in DSF2, the T&E contains 8 consoles.  The DSR DSSC lab contains numerous Sony 15” displays, DR&A tape drives, Pentium PCs and multiple RISC 6000 processors and associated workstations.  The Facility & Simulation Control (F&SC) facility contains numerous PCs, SAR and DR&A racks.  The DSSC implements the primary mission of the support system (maintaining the air traffic control system) by introducing software development, maintenance workstations and servers at the WJHTC for performing centralized of DSR, the Job Shop Processor Subsystem which provides software development, national adaptation maintenance, problem and change tracking, configuration management and problem determination capabilities and numerous personal computers, workstations and weather and radar processors.

The DSR System Support Complex (DSSC) consists of groups of integrated hardware configurations and distributed processing environments housed at the WJHTC.  It provides the hardware and software resources and the product services that enable Tech Center personnel to perform their assigned support roles for development and maintenance of DSR as it is installed at the En Route facilities. The WJHTC provides centralized assistance to all operational FAA facilities for investigating, fixing and testing any reported problems on the En Route system.  These support activities consist of:

· Analysis of problems encountered at field sites

· Determination of appropriate problem solutions

· Implementation of problem resolutions

· Development of approved functional additions to the En Route system

· Validation of problem resolutions and functional additions

Although the DSSC and the majority of support functionality are resident at the WJHTC, certain support activities such as local adaptation data collection and preparing system releases for local use are performed at the ARTCCs at which DSR is installed.

Clients and servers located throughout the Technical Center perform specific requested tasks for DSR developers and maintainers.  DSSC users of the Distributed Development Environment build changes and enhancements to the DSR system and test those modifications in the testbeds that are controlled by the Lab Operations Management functionality.  The Job Shop Support Cluster is a separately defined DSSC environment available to provide DR&A product services to handle a concurrent mix of both deployed and newly developed DSR system releases. Local area networks connect the support system facilities within the WJHTC, and wide area networks connect the WJHTC with the ARTCCs, the Academy, the Development and Demonstration Facility (DDF), and FAA contractors.

The PCU is a RS/6000 processor that is treated as a Host device (standard System/370 control unit).  Four PCUs are provided, one on each Ssytem/370 Byte Multiplex Channel (0, BC, D).  Each PCU will have two System/370 Byte Multiplex interfaces, one to each Host (operational and support).  The four PCUs break into two redundant pairs, PCUs 1 and 3 and PCUs 2 and 4.  A redundant PCU pair drives half of the operational and T&T printers (in the test and training area), and the other redundant PCU pair drives the other half of the printers.  An operational pair, which will drive all printers in the ARTCC is formed by configuring a PCU from each redundant pair (for example, PCUs a1 and 2 or PCUs 3 and 4) to the operational state.  The other PCU pair will normally be in a redundant state.  Four PCUs are used to provide redundancy in the same manner as the PAMRI adapter units (AUs).  Channel attachment was selected for the PCU to avoid development of a custom I/O card required for PAMRI attachment.

The three DSR PCU groups are hardwired to their respective PAMRI.  Article 1 to PCU1, Article 2 to PCU2, Article 3 to PCU3.  Their outputs are switchable to DSF1, DSF2 and the T&E Laboratories.

Reference Appendix B-16, B-17, B-18 and B-19.

5.1.10 Oceanic Display and Planning System (ODAPS)

Refer to the Oceanic Laboratory Handbook – Document number DOC. # HWE-99-2005.

5.2 Switching systems

5.2.1 Computer Switching Management System (CSMS)

The CSMS is a switching system composed of IBM 3814 switches and the Bytex Laboratory Signal Switching System (LSSS).  This system switches interfaces between the HCS (SSF, PSF, ASF or 9121) and the CDC or DCCR, and the PAMRI’s that are an integral part of each display laboratory, as well as the Display System Replacement (DSR) laboratory.  The CSMS is under the control of the Laboratory Manager and follows the Host computer schedule issued by the Customer Service Center.

5.2.2 CDC Switching

In order to establish the possible system interfaces of the HCS, the CDC subsystem is switchable to any of the four HCS’s via the CSMS.  Terminal control of CDC switching via CSMS is by the Lab Manager (see Appendix B-5 for diagram).
5.2.3 BYTEX Switching

The Bytex switching system controls the patching to the DSR via the Host and PAMRI.  It can patch live radar and standard PAMRI Loop Sim or it can patch the DSR 9121 computer generated SIM scenarios of radar and interfacility data.  There are two (2) SIM scenarios SAS1 for DSF1 and SAS2 for DSF2.

5.2.4 DCCR Switching

In order to establish the possible system interfaces of the HCS, the DCCR subsystem is switchable to any of the four HCS’s via the CSMS.  Terminal control of DCCR switching via CSMS is by the Lab Manager (see Appendix B-5).

5.2.5 T-Bar Transition Switching

T-Bar switching controls the connectivity of the DARC 1 and 2 GPO/GPI and NADIN GPO/GPI; Host interface via PAMRI Articles 21, 22 and 23.  It also controls the DARC SIM #2 switching between DARC #1 and 2.

T-Bar Switching also switches various Host terminals  (PSF and ASF) between the 2nd and 3rd floor and the Lab Expansion Building to facilitate DSR testing in the LEB DSR laboratories.

A T-Bar switching complex is used to switch between the current Host and G-3 processors.

5.3 Peripheral Subsystems

5.3.1 Peripheral Adapter Module Replacement Item (PAMRI)

PAMRI is an upgraded peripheral adapter for the automation systems located at ARTCCs.  It receives incoming signals from radar or interfacility communication lines and is interfaced with the HCS.  Its purpose is to replace existing radar and communications interface equipment with newly designed equipment having greater capacity and improved supportability.  The PAMRI system is located by column C-26 in the third floor laboratory.

Each PAMRI subsystem consists of the following four major hardware components: the Adapter Units (AU), a Radar Data Distribution Unit (RDDU), Modem Splitters  (MS), and several Maintenance Consoles (MCs).  Each PAMRI subsystem also contains two PS/2s which are used as maintenance consoles.

The specific PAMRI hardware component is the PAMRI AU.  The PAMRI hardware component that replaces both the DRG and the RMUX is the RDDU.   A third hardware component, the PAMRI modem splitter, also replaces a portion of the function of the DRG.  The fourth PAMRI component, the maintenance consoles, will be considered a part of the AU and RDDU at this time.

Data coming from interfacility and external communications equipment are sent to the PAMRI adapter units via the modem splitters.  The MS direct the appropriate data to their respective output lines and transmit them to their next destination.  The AUs process both the radar and non-radar data received from the modem splitters.  Radar data only is routed to the RDDU to distribute data to the DARC and the Remote RAPPI.  Other radar data and the non-radar communications data are routed to the HCS for processing.  The data processed by the HCS is then relayed to a controller's workstation for use in managing air traffic.

5.3.2 Coded Time Source (CTS)

The Coded Time Source (CTS) is a GPS Satellite based and synchronized clock, which supplies “coded time” to the HCS on a demand-response basis.

Two dual backup CTS subsystems are utilized in the ESSF.  One CTS subsystem is interfaced with the CDC PAMRI, and the other is interfaced with the DCCR PAMRI.  Addresses for CTS are listed in Appendix B-10.
5.3.3 Computer Update Equipment (CUE)

The Computer Update Equipment contains the entry and readout subsystem for A and D controller positions within each CDC or DCCR display laboratory.  The CUE system at the Technical Center is composed of one CUE cabinet with an active and standby Non-Radar Keyboard Multiplexor  (NRKM).   Due to this restriction of one cabinet and the requirement to support two separate center configurations, the standby unit was made to function as an active NRKM. Therefore, no spare NRKM is available under NAS operational and maintenance programs with this configuration.  Both active NRKMs use the same addressing scheme within each display laboratory.  See Appendix B lists the Common Logic Unit (CLU and console NAS positions), console addresses, and sectors for each laboratory.

5.3.4 Flight Data Entry and Printout (FDEP)

The FDEP equipment is used in ARTCCs and in selected towers to enter flight plans, weather and various other messages into the NAS Operational Program via keyboards, and to print flight data from NAS on flight strip printers.

5.3.5 Flight Data Input Output (FDIO)

FDIO distributes flight plan data, weather information, and general information messages between an ARTCC Host computer, ARTCC printer peripherals and associated Air Traffic Control Tower (ATCT) remote sites via the Central Control Unit/Remote Control Unit (CCU/RCU) hardware.  Refer to Appendix B-11.  The FDIO system does not alter the standard operating routine of the ARTCC computer system.

The FDIO replacement system allows remote sites to interface via modems with a CCU at the ARTCC which interfaces to the Host via a PAMRI utilizing a General Purpose Input (GPI) / General Purpose Output (GPO) connection.

The Replacement Flight Strip Printers (RFSPs) interface directly with a Printer Control Unit (PCU) which is connected to the Host through a PAMRI and GPI/GPO pair.  FSP sector/position addresses are listed in Appendix B-12.

The major FDIO system components are defined below:

a) Central Control Unit (CCU) -A control element providing interface between the Host and up to 28 Remote Control Units (RCUs) using modems.

b) Printer Control Unit (PCU) -A control element providing interface between the Host and up to 28 RFSP peripheral element.

c) Remote Control Unit  (RCU)-A control element that receives signals from the modem connected to the CCU. The RCU routes these signals to RFSP, Replacement Alpha Numeric Keyboard (RANK), and CRT elements through serial channel.

d) Replacement Flight Strip Printer (RFSP)- Peripheral element replacing the existing En Route and Terminal printers.

5.3.6 Interfacility Input and Output Data Communications (INTI/INTO)

Interfacility data lines from the PAMRI AUs connect to the Bytex LSSS.  They then can be connected through the LSSS to any of the various facilities as required by test requirements. The “Loop Sim” configuration is the normal default for NAS operations as illustrated in Appendix B-13.  The normal default for DSR operations is SAS1 for DSF1 lab and SAS2 for the DSF2 lab.  SAS 1 & 2 are SIM scenarios generated by 9121 processors in the DSR area.

Another special configuration is “Loop Sim” with PAMRI and DARC which is illustrated in Appendix B-14 and it is used for system baseline testing or DARC #1 hardware and software certification.

INTI/INTO addresses within the PAMRI are illustrated Appendix B-10.  Interfacility configurations can be monitored at any Bytex LSSS control terminal as required.  Addresses B-8 and B-9 are buffered addresses used to interface ESSF and TSSF.  B-8 and B-9 are the only addresses that are not duplexed between PAMRIs.

5.3.7 HID/NAS/LAN (HNL)

The Host Interface Device (HID) to NAS via a LAN based processor network is a subsystem that provides data interchange with the HCS and future ATC subsystems.  The HID/NAS/LAN (HNL) consists of a dual system using a RISC 6000 processor, concentrator, and router connection from outside systems via a concentrator using standard International Standard Organization (ISO) protocols.  The connection to the Host is via 370 buss and tag cables to channels 4 and A.

The Technical Center has two HNL systems, one is for production and the other is for development.  These systems can be switched via a 3814 to the SSF, PSF, NAS simulator or through the Job Shop.

5.4 National Airspace Data Interchange Network (NADIN)

NADIN is an integrated digital communication system providing a broad range of communication services to the ESSF and other systems.  These are now connected to a single network serving the diverse groups within the National Air Traffic Control System.

The NADIN system connects to a NADIN switch (A/B type) which is remotely controlled by the Laboratory Manager before it goes to the T-Bar switches located in front of either CDC or DCCR PAMRI systems which directly connects to ODAPS via modem.

5.5 Data Distribution Area (DDA)

The Data Distribution Area (DDA) is the main focal point for NAS signal switching operations.  It redirects all the live radars and simulated radars to all the NAS systems.  The area is comprised of the Bytex LSSS, KDI LSSS, radar modems, common digitizer, digital recorders and analog recorders.

5.5.1 Switching Systems

The main systems comprising the area are the Bytex LSSS and KDI LSSS.  These systems control all of digital signal switching for NAS operations involving radar and interfacility data.  Laboratory managers at remote terminals in the ESSF and TSSF areas normally control operations.

See Appendix-B-5 for digital distribution system overview and interconnection of system interfaces, additionally refer to Appendix B-20, B-21 and B-22.

5.5.2 Laboratory Signal Switching System (LSSS)

The LSSS is divided into two systems: Bytex LSSS and KDI LSSS.  The Bytex exclusively switches digital data while the KDI LSSS exclusively switches analog radar signals.

5.5.3 Digital Radar Switching

All digital radar messages are switched to PAMRI modem splitters via the Bytex LSSS.

The message can be played back live via modems recorded from the digital tape players or from scenarios generated in simulators.

5.5.4 Digital Radar Sources

Refer to Appendix B-15 for the CD-PAMRI-ATCSF-LDN-RADAR ID CROSS-REFERENCE.

a) Target Generator Facility (TGF):  The TGF provides simulated digital radar data for use in the En Route and Terminal laboratories.

b) Local CD Outputs:  Digital data target reports are generated by the CD 2 and distributed via the Bytex LSSS.  The CD formats the data into fields and transmits serially.  Maximum target range is a 200 nautical mile radius of the radar site.

5.5.5 Radar Recording and Playback

Digital Recorders:  Two 56 channel digital recorders are located in the DDA.  They can record and playback synchronous serial digital radar formats from 2400 BPS to 19200 BPS.  Both radar and clock data are recorded on the same channel.

5.5.6 Analog Radar Inputs

Analog (ASR-8 and ASR-9) inputs are available from short-range terminal radars distributed from the DDA.

5.6 Terminal Systems Support Facility (TSSF)

Refer to Terminal Systems Support Facility Handbook, Document Number HWE-99-2006.
5.7 AIR TRAFFIC CONTROLLER VOICE COMMUNICATIONS

Air Traffic Controller voice communications positions serve several purposes in the En Route Facilities. During simulation activities, controllers use this equipment to communicate with each other and simulated pilots in the Target Generation Facility (TGF) or the TFM lab. The positions are programmed for live radio communications with aircraft during tests requiring this capability. The En Route Labs also serve as a test environment for the communications systems themselves.

The following systems are distributed throughout the En Route Labs:

5.7.1 Rapid Deployment Voice Switch (RDVS)

The RDVS is installed in several TRACONS throughout the country. Our RDVS consists of 109 controller positions, 50 radio interfaces and 50 trunk interfaces. The RDVS is the primary Air Traffic Controller voice communications system for simulations in the CDC and DCCR labs. There are 25 positions in each lab. 

5.7.2 Voice Switching and Control System (VSCS)

The VSCS is installed in every ARTCC in the country. Our VSCS is installed in the CDC, DCCR and DSR labs. It is primarily used for field support and not normally used for simulations. There are 63 ATC positions in M-1 consoles and 5 ancillary positions in the CDC/DCCR lab. In the DSR lab, there are 84 ATC positions in consoles and 3 ancillary positions.

5.7.3 VSCS Training and Backup System (VTABS)

The VTABS will be in every ARTCC, providing VSCS Dynamic Simulation (DYSIM) training and backup for VSCS Air-to-Ground (A/G) and Ground-to Ground (G/G) communications functions. Our VTABS positions are installed in 47 DSR lab consoles. It does not currently have the training function of the switch. The VTABS, like the VSCS is here primarily for field support and not normally used for simulations.

Configuration of all voice switches is determined through PC based software, enabling us to duplicate any facility setup without resorting to wiring changes. The switches can also be connected to each other through patch panels to simulate interfacility operations. Any system can be connected to the TGF Sim pilots through Ernie’s Radio Communication Equipment (ERCE) and through patch panels to the TFM Sim pilots. Recordings of all positions are available on digital and multi-channel audio recorders. Traffic Data Collection (TDC) of activity on the radio frequencies is available through the TGF via ERCE.

RDVS use must be scheduled through the Communications Support Group located in the lab on the 2nd floor, Column B24 (ext. 54108). VSCS and VTABS use must be scheduled through the Customer Service Center (ACT-423).  Allow sufficient lead-time to develop new configuration maps, test new scenarios and schedule technical support for all simulation runs.

The En Route labs are also equipped with intercom telephones for interfacility software testing.  These phones are strategically located throughout all ARTS labs and the En Route labs.  They are always available and do not require scheduling.

6.0 laboratory ProTOCOL

6.1 Laboratory Access

To obtain card-key entrance authorization for the laboratories in the second and third floors of the Red Brick Building (RBB) and third floor Laboratory Expansion Building (LEB) see Section 3.0 - Long Term and Laboratory Access procedures.

6.1.1 Host System and DSR/DSSC Access

A Logon ID is necessary to use these systems this is provided by ACT-421 personnel at extension 5-5714.  All branches are responsible for proper maintenance of their user ID accounts.  Personnel leaving the Technical Center or transferring to another branch or contractor must notify ACT-421 at the above extension to delete or transfer their Logon IDs and/or their online Mini Disks and Data-sets.  Also any slotted tapes must be transferred or deleted.

6.2 Laboratory user requests

6.2.1 Host System and DSR/DSSC Computer Logon/Mini Disk Request

The following information gives instruction and explains procedures and responsibilities for logon/mini disk requests and the necessary authorizations (see Appendix C listing for sample forms).

1. Prior to obtaining a Logon:

a) Each division will assign a directory manager/coordinator for the purpose of obtaining CS/SD (Central Support/Software Development), SSF, ASF, ODAPS, PSF, DSR/DSSC User Logons/Mini Disks.

b) The division will submit the directory manager/coordinator's name and telephone extension to ACT-421, who will interface with all division directory manager/coordinators.

c) Before submitting the request for logon, the directory manager/coordinator will obtain the Interface Control Boards (ICB) approval for the new contractor/group.  The supervisor can approve individuals within that contractor/group organization.

d) The directory manager/coordinator will then submit the COTR approved request to ACT-421.

2. The directory manager/coordinator will be responsible for notifying ACT-421  personnel when a user:

a) Is no longer employed at the Technical Center.

b) Transfers to another branch, is employed by a different contractor or moves to another site.

c) No longer needs access authorization.

d) When there is a mass project change (i.e. DSR / HOCSR/ I2F) the directory manager/coordinator will notify ACT-421 in writing.

3. The directory manager/coordinator will make sure all files are removed or transferred within one week by the department responsible for that Logon.

4. All users requesting a new Logon for the CS/SD, SSF, ASF, ODAPS, PSF and DSR/DSSC systems must submit the electronic or paper copy Logon/Mini Disk Request form to ACT-421 through their designated directory manager/coordinator.  New user IDs will be assigned if the request comes from their directory manager/coordinator.

5. Users requesting additional mini disks, increase in size, or increase in storage will follow the appropriate procedures.

a) FAA personnel will get their manager's written approval, then submit their requests directly to ACT-421 personnel.

b) Contractor personnel will go through their designated directory manager/coordinator who will submit their requests to ACT-421 personnel.

6. Each site has four permanent info IDs to Logon to Central Support (CS).  It is the responsibility of the site person to reset his/her password.  Users moving from the Technical Center, English Creek, or Rockville to a site will have one week to clear their old IDs and start using their respective site IDs.

a) AOS personnel

· Software Site ID Designator DP EXP.ZSEIBMDP

· Hardware Site ID Designator HW EXP.ZSEINMHW

7. Users requesting INFO (Tracking System for HCS En Route problems) privileges will contact AOS personnel at 485-6908.

6.2.2 Host System and DSR/DSSC System User ID Request Forms

The following procedures for User ID Request Forms (see Appendix C listings for sample form) should be used to complete the Host System and DSR/DSSC System User ID Request Forms.

a) requestor's name:

· For Logon ID - user's name

· For Nolog ID - Manager / Department responsible

· For add mini disk - same as Logon or Nolog ID

b) phone extension number of requestor

c) organization:  FAA, LMC, CSC, AOS, Mitre, RMS, etc.

d) organization routing symbol: FAA personnel enter your organization routing symbol, contractor personnel enter the organization routing symbol of the FAA division to which you are contracted

e) project number: the TFM number/Project number assigned to your group, your division coordinator will supply you with the number

f) location:  your location at the Technical Center include column number and floor, for office center - English Creek, Rockville, ARTCC - site name

g) system requested:  indicate system(s) you will be using

h) user classifications: check one or more (essential), mini disk sizes, and if more than two cycles, provide a brief justification

i) signatures: users, managers and coordinators signature

6.2.3 New Disk Request

All requests for new disks should be submitted by memo from the user's branch to the System Administration Section ACT-422.  The following information should be included:

a) date of submission

b) organization and requesting officer

c) routing symbol

d) user's T/F/M project number

e) assigned disk user

f) user's telephone extension

g) reason for requesting new disk

h) desired completion date

i) signature of requestor

The Systems Administration Section (ACT-422) has the responsibility of operating all computer systems and peripheral equipment directly associated within the SSF, ASF, PSF and Oceanic computer complex.  ACT-422 provides a multi-media data library for tapes, disks, and biographical data, and distributes computer data to various field facilities.

6.2.4 Request for NAS Project Support

A memorandum must be submitted to ACT-410 to request support service requiring; engineering and technician skills, special project work, cable installation, or modification to equipment, floor space, systems or environment that is not configuration controlled.  This memo should be submitted well in advance of the needed support.  The following information is requested:

a) date of submission

b) organization and FAA routing symbol of requesting office

c) project number and official title of project or task

d) requested completion date

e) brief description of support requested include type of personnel needed and any space or environmental requirements if applicable, include justification if request is deemed a priority

f) name, routing symbol and phone extension of point of contact in case additional coordination is needed

g) signature, organization, phone extension and any other pertinent information of the authorized requestor

6.2.5 En Route Computer and Facility Request Procedures

Requests for computer time, facility systems and subsystems, technical personnel support and other associated facilities are submitted through the designated coordinator within each organization to the Customer Service Center, ACT-423.  These requests are submitted on the Facilities Automation Network (Fan) by 10:00 a.m. Monday, at least 14 calendar days in advance of the schedule week.  Requests may also be submitted in advance.

The FAN is the automation of laboratory operations and maintenance enabling users to submit and access information such as; automated laboratory computer time requests; view laboratory schedules; enter trouble reports; system accounting reports; and operations logging.  The FAN is managed by ACT-420 and may be accessed by contacting the Customer Service Center or by visiting the FAN website at http://nasfac.tcc.faa.gov.
The Customer Service Center coordinator filters all of the requests, and the time is scheduled according to priority.  The priorities list as follows:

A. Field Emergency

B. Primary Field Support / System Maintenance / Milestones / Formal / Demos

C. Training

D. Development Work

Customer Service Center Phone Numbers
Hours of Operation

Location
(609) 485-4614 (voice)
Monday through Friday
Red Brick Building
(609) 485-4615 (voice)
8:00 - 3:30


3rd floor, Column C-27
(609) 485-4706 (fax)
FAN Workstation Locations:

RBB Location

Column



316 Location
Column
RDVS


2-D22



DSF Ops
3-H10

CDC


2-G28



DSR Displays
3-H8.3

VSCS


2-C25



VSCS

3-H5

DCCR


2-D27

HOST


3-D27

OPS


3-E26

F&SC


3-D23

LSSS


3-E20

ARTS III

3-D20

ARTS Library

3-G19

6.2.6 ODAPS/OFDPB Request Procedures

For instructions refer to the Oceanic Laboratory Handbook.

6.2.7 ODAPS/OFDPS Set-Up Sheet Instructions

For instructions refer to the Oceanic Laboratory Handbook.

6.3 scheduling procedures

In order to provide efficient and expeditious support to users, scheduling policies, and reporting procedures have been established.

6.3.1 Schedule Processing

The following process has been established to develop the ESSF weekly schedule:

a) All weekly requests are submitted through the Facility Automation Network (FAN). FAN workstations have been strategically located throughout the NAS laboratory facilities.  Users may obtain access to the FAN by completing an access request form, available through the Customer Service Center located near column D27 on the 3rd floor of the Red Brick Building or on the ACT-400 Website located at http://nasfac.tc.faa.gov/webpage/access.html.

b) Total request hours are tabulated.  A priority list is used to determine percentage cuts. Priority is determined by agency milestone deadlines or to correct field emergency problems.

c) Users are placed into block periods throughout the scheduled week, based initially on priority and the requests for the day.  If necessary scheduled time may be shifted due to priority.

d) The formal laboratory schedule goes to print on Wednesday for publishing and distribution by Thursday.

6.3.2 Computer Time Cancellation

In the event users' scheduled time has been pre-empted by a higher priority project, they will be contacted through their respective coordinators.  A user needing to cancel scheduled HCS time should contact the HCS coordinator assigned their branch.  If unable to cancel time through normal channels, follow the procedure below:

a) From 7:30 a.m. to 11:00 p.m. Monday through Friday, call the Customer Service Center at extension 5-6208, 5-5332 or 5-5896.

b) All other times call the Laboratory Manager at extension 5-5412 or 5-5969.

c) If the canceled time cannot be productively rescheduled to another user or for remote work, the canceling organization will be charged for the unused time.

6.3.3 No Shows

No shows are users that fail to show-up and/or do not follow proper procedure for cancellation of their scheduled computer time.  This action is recorded by the Customer Service Center and the users’ management is notified, consequently their organization with will be charged for the allotted time, regardless of how this time is reassigned.

6.3.4 Emergency or Priority HCS Time

The Customer Service Center will coordinate all requests for emergency time.  All such requests must be accompanied by written justification indicating the emergency and must come from the requestor's branch manager.  Also, due to immediate deadlines, the Customer Service Center can authorize “priority”.  Each priority request will be judged against agency milestones or immediate field emergencies.

6.3.5 Twenty-four Hour Coordination

Regular scheduling hours are 7:30 a.m. to 12:00 a.m. Monday through Friday.  In the absence of the Customer Service Center personnel, the Laboratory Manager has authority for scheduling all ESSF resources. The supervisory computer operator or his/her designated representative will handle all scheduling emergencies, problems or coordination.

6.3.6 Weekend/Holidays

For field emergencies, authorized FAA requesting official should contact the Communications Duty Officer, extension 5-6482.

6.4 Remote Processing

6.4.1 Data Terminals

All user requests for terminal acquisition, installation of data transmission phones and assistance in selection of an appropriate terminal must be made through the Software Engineering & Administration Branch, ACT-420.

6.4.2 Terminal Maintenance

Potential terminal maintenance problems are identified on the front of each terminal maintained by ACT-412.  The source of appropriate maintenance support is also listed.

6.5 Test Conduct

6.5.1 User Prior To Test

a) Users may need special tests conducted prior to their mission, these tests will be conducted by support personnel on scheduled computer time and charged to the project.

b) Users should check with Laboratory Manager to be advised of current equipment status.

c) Users should advise the Laboratory Manager five minutes before scheduled computer time of any special requirements with regard to the digital radars, recorders and interfacility patching.

d) Users should obtain tapes from the Tape Library prior to scheduled computer time.  Use Tape Request form CT 6100-63.1 (1-81).

e) CDC users are advised to notify the CDC technician of program version they intend to use and channel.

f) All Host online NAS users are required to complete a Host Set-Up Sheet, CT Form 6110-65 (5-87) and submit to the computer operator 30 minutes prior to the users scheduled time.  This form is available in the Host Laboratory.

6.5.2 During Computer Time

a) Computer operations personnel are available to assist the user.

b) Laboratory Manager will assist the user with support services as requested by user.

c) All malfunctions should be reported to the Laboratory Manager.

6.5.3 After Test

a) Users are to notify Laboratory Manager on termination of system test activity.

b) User should notify Laboratory Manager of any hardware and/or software discrepancy and the user must generate a trouble report.

c) User shall remove all printouts and documentation from operational systems/subsystems at the end of their time period.

d) Users are required to sign and/or comment on the "Users Log" located at each system console desk area.  Comments are reviewed and corrective actions taken and noted as required.

6.6 Failure Reporting Procedures

On any system, a malfunction can occur which may cause disruption in support activity.  Procedures have been established so that the user can communicate the details of the malfunction to the organization responsible for correction.  The user can obtain and file any of these reports via the Laboratory Manager in the En Route Laboratory.

6.6.1 Hardware and Environmental Malfunctions Trouble Report

Hardware malfunctions for any computer complex, subsystem, display, or machines which are not design related are reported by the user on NAS SSF Trouble Report form CT 6100-29 (9-75) (see Appendix C listings for sample form).  Environmental problems including air conditioning, electrical and structural are reported to the trouble desk through the Laboratory Manager.

6.6.2 Trouble Report Form Procedures

The Facilities Automation Network (FAN) system has automated and replaced the previous laboratory management process for problem reporting.  The Facilities Trouble Reporting portion of the system provides customers with easy to use forms and step by step instructions for reporting any problems encountered during use of the laboratory facilities.
6.6.3 Hardware Discrepancy Report (HDR)

The HDR (FAA form 6030-3 8-72) is used to report hardware troubles.  The guidelines for HDR preparation and submission are specified in Agency Order 1100.134A.  The Laboratory Manager will process the HDR after completion by the user.

6.6.4 Program Technical Report (PTR)

A problem encountered within any computer program in the NAS En Route system if operational, functional, maintenance, or utility programs is filed as a Program Technical Report, FAA Form 6100-1 (12-71), (see Appendix C listings for sample).  The guidelines for PTR submission are specified under Agency Order 1100.134A.  The FAA Technical Center facility is assigned a PTR site ID classification "E".

6.7 Tape Libraries

There are two tape and disk libraries supporting the ESSF functions, these libraries are responsible for maintaining records, filing and distribution of all computer tapes.

The ODAPS tape library supports ODAPS, VSCS, DSR, FSS, ARTS IIA and EARTS ARTS IIA.  Tape librarians will retrieve tapes and disks for users from within the library, when requesting large numbers of tapes, the request should be phoned in to extension 5-6195 at least 30 minutes before the tapes or disk packs are needed.  A library request slip will be signed before the tapes are issued.

The Host Library handles requests strictly for the Host Computer, to contact this library can be contacted at extension 5-5754.  The tape librarians will retrieve tape cassettes for users from within the library, when requesting large numbers of tapes, the request should be phoned in to extension 5-5754 at least 30 minutes before needed.

6.7.1 Procedures for Slotting Tapes

The following procedures will be for all users of the Magnetic Tape Library/Host Library and users of the TSSF and ESSF areas:

· Tapes will not be slotted without a tape label, information on the label should include; user's name, organization, file name, reel number, slot number and date of tape.

· Field personnel temporarily assigned to the Technical Center must indicate on their tape labels that they are field personnel.  When their task is completed and tapes are not released, they become the responsibility of AOS.

· Each user will be asked to fill out a Tape Request Form CT.6100-63.1 (1-81) these forms are available in the library located on the 3rd floor RBB.  Information requested on the form includes; name, tape/disk number and the system being used during the computer run.  The tape librarian will fill in the time-out --time-returned, date and the user's extension number, these forms are used as a way of tracking tapes or disks that are not returned to the library.  When the tape or disk pack is returned the form is “checked-off” and kept for one month.

6.7.2 Retaining/Scratching Tapes

ODAPS tapes are retained for one year and are then “scratched” – recycled or discarded.

Host tapes are automatically scratched by the HCS.

6.7.3 Tape Vault/Q File Tapes

Tapes that must be retained longer than one year for field support reasons, litigation or protection can be placed in protection of the vault.  The user/requestor shall submit in writing the slot number, label, user name, and length of time period that the tapes must remain within custody of the vault.

Slotted tapes will not be removed from the active library and placed in the master Q file without written justification.  The master Q file can only accommodate a maximum of 3,000 tapes.  Only ACT-422 tape librarians have access to this assigned storage area within the vault.

6.7.4 Signing Out Tapes/Disk Packs

Occasionally a user may need to take a tape out of the Computer Complex for example, to collect data at remote sites and aboard aircraft or to take data and programs to another FAA installation.  To sign out a tape of disk pack a Center Tape Sign Out Form should be filled out and processed electronically with the date of return included, if the return date expires, the form should be updated with the a new return date.

6.7.5 Exiting Center, Clearing Tape Library

Library users (government, contractor or other) should consider the following information when permanently exiting the Technical Center.

· Personnel leaving the Technical Center must properly release tape packs that are slotted in their name.  Failure to do so will delay the individual's clearance.

· If tapes are transferred and become the responsibility of another user, the librarian must be notified in writing of all pertinent information concerning the tape or disk transfer.  The new user assuming responsibility for the tape or disk must re-label the tapes in his/her name within two weeks.

· Non-Government personnel, who will no longer be employed at the Technical Center, must release their tapes/disks to their contracting federal organization, and the Government employee assuming responsibility for these tapes/disks must submit new labels.

6.7.6 Tape Label Changes

Changes of data type on a tape necessitate updating of listing tables.  If new file names, type of data changes are made to a label, it is necessary to communicate this information to the tape librarians. It is suggested that a duplicate label be submitted to tape librarians for this purpose even though a new label has already been affixed to tape at time of change.

6.8 NAS Documentation Services

ACT-421 provides for coordination and configuration management of documentation services maintained and processed on an electronic database.  Also providing technical documentation editing and contractor support for typographic preparation of reproducible masters for printing.  For a more detailed description of the policies, contact ACT-420, extension 5-5263.

6.9 Configuration Management

En Route Laboratory Configuration Management (CM) will be performed in accordance with the ACT-400 Laboratory Configuration Management and Inventory Control (LCM/IC) Policies and Procedures (document #CMI-98-104 available through CM Team 485-5328).  This plan will identify organizational activities, principles, objectives and overall tasks of LCM/IC.

This overriding principle of LCM/IC is to ensure the integrity of installed laboratories/systems with respect to their documented baseline(s). This includes physical inventories of hardware, software, documentation and cabling.  Also included are functional activities affecting operations and performance such as change control interface management with other systems, maintenance management, facility support service management and user/customer service.  Finally, since the WJHTC laboratories are used for NAS research, development and troubleshooting, the laboratories are subject to configuration changes that deviate from documented designs/baselines.  These deviations will be recorded and tracked until the system is returned to baseline or until the deviation is incorporated into the baseline using formal NAS and/or WJHTC change processes.

The En Route laboratories will be subject to Level I CM (configuration control) for systems owned by ACT-400 and to Level II CM (configuration monitoring) for systems owned by other organizations.  Details regarding these practices can be found in the ACT-400 LCM/IC.

7.0 acronyms

ACC
Area Control Center

AG
Air-to-Ground

AIDC
ATS Interfacility Data Communication

AIS
Automated Information System

AMCC
ARTCC Maintenance Control Console

ARTCC
Air Route Traffic Control Center

ASF
Auxiliary Support Facility

ATC
Air Traffic Control

ATCT
Air Traffic Control Tower

ATS
Air Traffic Services

AU
Adapter Units

BPS
Bits Per Second

CCU
Central Control Unit

CDC
Computer Display Channel

CFAF
Central Flow Automation Facility

CLU
Common Logic Unit

COTR
Contracting Officer Technical Representative

COTS
Commercial-Off-The-Shelf

CP
Control Processor

CRT
Cathode Ray Tube

CS
Central Support

CSMS
Computer Switching Management System

CTS
Coded Time Source

CUE
Computer Update Equipment

CWR
Center Work Request

DASD
Direct Access Storage Device

DCCR
Display Channel Complex Rehost

DDA
Data Distribution Area

DG
Display Generator

DP
Display Processors

DRE
Data Receiver Equipment

DRG
Data Receiver Group

DSF
Display System Facility

DSR
Display System Replacement

DSSC
Display System Support Complex

DYSIM
Dynamic Simulation

EDARC
Enhanced Direct Access Radar Channel

ERCE
Ernie’s Radio Communication Equipment

ESSF
En Route System Support Facility

F&SC
Facility & Simulation Control

FAA
Federal Aviation Administration

FAN
Facility Automation Network

FDEP
Flight Data Entry and Printout

FDIO
Flight Data Input / Output

FDPS
Flight Data Processing Subsystem

FIRs
Flight Information Regions

FSP
Flight Strip Printer

FSS
Flight Service Station

FTS
Federal Telecommunications System

GFP
Government Furnished Property

G/G
Ground-to Ground

GPI
General Purpose Input

GPO
General Purpose Output

HCS
Host Computer System

HDL
Host Data Link

HDR
Hardware Discrepancy Report

HID
Host Interface Device

HMC
Hardware Maintenance Console

HNL
HID / NAS / LAN

HOSCR
HOST Oceanic System Computer Replacement

HSP
High Speed Printer

HVAC
Heating, Ventilation and Air Conditioning

I/O
Input/Output

ICB
Interface Control Board

INTI/INTO
Interfacility Input and Output Data Communications

ISD
Interim Situation Display

ISO
International Standards Organization

KDI
Manufacturer

KPR
Keyboard Printer

KVDT
Keyboard Video Display Terminal

LAN
Local Area Network

LEB
Laboratory Expansion Building

LSSS
Laboratory Signal Switching System

MCCU
Multisystem Channel Communications Units

MCs
Maintenance Consoles

MS
Modem Splitters

MTI
Moving Target Indicator

NADIN
National Airspace Data Interchange Network

NAS
National Airspace System

NASSF
NAS Support Facility

NRKM
Non-Radar Keyboard Multiplexor

OAS
Oceanic Automation System

OCS
Oceanic Communication System

OCS
ODAPS Communications Subsystem

ODAPS
Oceanic Display and Processing System

ODF
Oceanic Development Facility

ODL
Oceanic Data Link

OT&E
Operational Testing and Evaluation

PAMRI
Peripheral Adapter Module Replacement Item

PCU
Printer Control Unit

POC
Point of Contact 

PSF
Project Support Facility

PTR
Program Technical Report

PVDs
Plan-View Displays

R&D
Research and Development

RANK
Replacement Alphanumeric Keyboard

RAPPI
Random Access Planned Position Indicator

RBB
Red Brick Building

RCU
Remote Control Unit

RDDU
Radar Data Distribution Unit

RDS
Radar Display Systems

RDVS
Rapid Deployment Voice Switch

RFSPs
Replacement Flight Strip Printers

RISC
Reduced Instruction Set Computer

RKMs
Radar Keyboard Multiplexors

RMMS
Remote Maintenance Monitor System

RMUX
Radar Multiplexer

SAS
Stand Alone Simulator

SD
Software Development

SDE
System Development Environment (DSR)

SDR
Looped SIM Drive System

SOC
Security Operations Center

SSC
System Status Control

SSF
System Support Facility

STARS
Standard Terminal Automation Replacement System

STRB
System Test Review Board

T&E
Test & Evaluation

TFM
Traffic Flow Management

TATCA
Terminal ATC Automation

TCDC
Technical Center Data Center

TDC
Traffic Data Collection

TGF
Target Generator Facility

TIU
Test Interface Units

TP
Telecommunications Processor

TR
Trouble Report

TSSF
Terminal System Support Facility

VSCS
Voice Switching and Control System

VTABS
VSCS Training and Backup System

WJHTC
William J. Hughes Technical Center
APPENDIX A:  Center and Laboratory Access Form listing

A-1:  Application for Identification Card (1681) (Side 1)

A-2:  Application for Identification Card (1681) (Side 2)

A-3: Security and Identification System Access Clearance (CT1600-71 (6-95) (Side 1)
A-4: Security and Identification System Access Clearance (CT1600-71 (6-95) (Side 2)

A-5: Security and Identification System Access Clearance (CT1600-71 (6-95) (Side 3)

A-6: Security and Identification System Access Clearance (CT1600-71 (6-95) (Side 4)

A-7:  Parking Application (CT 1600-12 (08-96)

A-8:  Decal and Regulation Acceptance Receipt (CT1600-12.1 (12-92)

A-9:  Sample Technical Center Badges

A-1:   Application for Identification Card (1681) (Side 1)
[image: image1.png]




A-2:   Application for Identification Card (1681) (Side 2)
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PARKING APPLICATION
PRIVACY ACT DISCLOSURE

1. Collection of personal data from persons seeking parking privileges in Technical Center parking lots is authorized
by P.L. 89-670, Department of Transportation Act, October 15, 1966.

2. Submission of this form is voluntary; however, individuals who do not submit the form, or do not provide all of the
requested data will not be considered for issuance of a parking permit. The data will be used to issue permits

and manage parking facilities.

-

ITEMS 1 and 2
ITEMS 3 Thru 8
ITEMS 3, 6A, and 8
ITEM 9

ITEM 9A

INSTRUCTION

APPLICATION MUST BE TYPED. HANDSCRIBED AND INCOMPLETE APPLICATIONS WILL BE RETURNED WITHOUT ACTION.

DRIVERS LICENSE, PROOF OF INSURANCE & REGISTRATION
ARE REQUIRED WITH SUBMISSION.

LEAVE BLANK. Data will be inserted by the security contractor.

Information is required for all NEW or REVISED applications.

Information is required to report a LOST decal or WITHDRAW existing privileges.
NEW/REVISED: Division/staff level (or equivalent) approval is required.
HANDICAPPED: Certifying Official designated by order CT 4665.1, Handicap Parking.
CONTRACTORS: COTR’s approval required.

LEAVE BLANK. Date will be inserted by the certifying offical authorizing temporary
handicap parking.

1. DECAL NO. 2. DATE ISSUED

3. APPLICATION TYPE 4. LOCATION DESIRED

h NEW

[0 REVISION
[0 LOST PERMIT

[] WITHDRAWAL | [ TECH. BLDG.

] BLDG. 301
[0 OTHER (Specify)

5. PRIORITY GROUP

[C] NON AOA (BLUE)

[] PHYSICAL HANDICAP
[0 carpPOOL

[J] INDIVIDUAL

[ cycLE

] AoA (RED)

6. Year Make Model
Color License Plate # State
Driver Lic. # State

Insurance Co,

6A. APPLICANT’S NAME AND RESIDENCE ADDRESS

6B. APPLICANT’S BUSINESS ADDRESS (Work Location)

7. Office Tel. #

(1) _ (1) _
| (Last, First, Ml) (Dept., Admin.) 7A. Rig. Sym.
(2) (2)
(Number and Street of Box Number) (Number and Street)
(3) (3)

(City, State, Zip Code)

(City, State, Zip Code)

8. APPLICANT: | certify that all statements are true to the best
of my knowledge.

9. CERTIFYING OFFICIAL’'S NAME AND TITLE

9A. Expiration Date

8A. SIGNATURE OF APPLICANT 8B. DATE

9B. SIGNATURE (Certifying Official)

9C. DATE

CT FORM 1600-12 (08-96) Previous edition obsolete





A-3:   Security and Identification System Access Clearance (CT.1600.71 (6-95) (Side 1)
[image: image7.wmf]
A-4:   Security and Identification System Access Clearance (CT1600-71 (6-95) (Side 2)

[image: image8.wmf]

A-5:   Security and Identification System Access Clearance (CT.1600-71 (6-95) (Side 3)

[image: image9.wmf]

A-6:   Security and Identification System Access Clearance (CT.1600-71 (6-95) (Side 4)
[image: image10.wmf]

A-7:   Parking Application (CT.1600-12 (08-96))
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A-8:   Parking Application (CT.1600-12.1 (12-92)
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A-9:   Sample Technical Center Badges
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APPENDIX B:  diagram listing

B-1:  2nd Floor Red Brick Building Area Layout

B-2:  3rd Floor Red Brick Building Area Layout

B-3:  3rd Floor Lab Expansion Building Area Layout

B-4:  PVD Video Switching

B-5:  NAS/Host/Display Computer Systems Interface

B-6:  Display Laboratory Diagram

B-7:  DCCR System Block Diagram

B-8:  CDC Display Channel 

B-9:  EDARC System Network

B-10:  Host CDC PAMRI Address

B-11:  Flight Data Input Output

B-12:  FSP Sector NAS Position Address

B-13:  Loop Sim with PAMRI

B-14:  Loop Sim with PAMRI and DARC

B-15:  CD PAMRI ATCSF LDN Radar ID Cross Reference

B-16:  DSF-1 Lab Hardware Configuration

B-17:  DSF-2 Lab Hardware Configuration

B-18:  T&E, EDARC Lab Hardware Configuration

B-19:  DCCR Hardware Configuration

B-20:  DDA Bytex Digital Radar Inputs to WJHTC

B-21:  DDA Bytex Digital

B-22:  KDI LSSS DDA Analog Source and Destination

B-1:   2nd Floor Red Brick Building
(Building 300) Area Layout


[image: image2.wmf]
B-2:   3rd Floor Red Brick Building
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(Building 300) Area Layout 
[image: image15.wmf]
B-3:   3rd Floor Lab Expansion Building 
(LEB) Area Layout

[image: image16.wmf]
B-4:   PVD Video Switching
[image: image17.wmf]
B-5:   NAS/HOST/Display Computer Systems Interface
B-6:   Display Laboratory Diagram
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B-7:   DCCR System Block Diagram
[image: image19.wmf]

B-8:   CDC Display Channel



1 of 2

[image: image20.wmf]
B-8:   (cont’d):  CDC Display Channel (cont’d)

[image: image21.wmf]

2 of 2

B-9:   EDARC System Network

[image: image3.wmf]

B-10:  HOST CDC PAMRI Address
[image: image22.wmf]
B-11:  Flight Data Input Output
[image: image23.png]AO0S-530 CONFIGURATION MANAGEMENT
HOST SYSTEM

INFO USER CLASS REQUEST

Requestor’s Name (Last, First, Mi}

Phone Division Organization

User’s Name if Different from Requestor

Account ID
Add to User Class_ ~ Class Unknown

PRIVILEDGES REQUESTED
PROBLEM CHANGE PATCH
ENTRY DISPLAY ENTRY
UPDATE ENTRY UPDATE
DELETE NO UPDATE DELETE NO
DISPLAY DELETE NO DISPLAY
SCREEN NO SCREEN NO ORGINAITON
ASSIGN ASSIGN ASSIGNMENT
RESOLVE RESOLVE RESOLUTION
BUILD BUILD TEST
TEST TEST DEVELOPMENT
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INTEGRATE VERIFY ASGN DISP
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DEV EDIT
REST EDIT
Requestor/User’s Signature Date
Manager Signature Date
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T/A 485-6025 either hard copy or cc:Mail

AQS~530 USE ONLY
Date Completed Date Requestor Notified

Coordinator’s Signature
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B-12:  FSP Sector NAS Position Address
	Unit

Address
	PCU
	DCCR

NAS POS
	ACT

SECTOR
	CDC

NAS POS
	PCU

	4F
	1-2
	14
	A1
	48
	1-1

	50
	1-4
	31
	A10
	64
	1-4

	51
	2-3
	38
	A14
	65
	1-5

	52
	3-2
	33
	A12
	79
	2-3

	9F
	1-1
	11
	A2
	81
	1-2

	A0
	3-3
	23
	A5
	56
	2-1

	A1
	2-2
	41
	A15
	70
	2-5

	A2
	3-1
	35
	A19
	75
	1-6

	EF
	1-3
	19
	A3
	53
	2-2

	FO
	2-4
	27
	A7
	59
	2-2

	F1
	2-1
	45
	A17
	71
	2-6

	F2
	3-4
	28
	FC
	47
	2-4


B-13:  Loop Sim with PAMRI
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B-14:  Loop Sim with PAMRI and DARC


[image: image4.wmf]
B-15:  CD PAMRI ATCSF LDN RADAR ID Cross Reference
(Table)

CD-PAMRI-ATCSF-LDN-RADAR ID CROSS-REFERENCE

	ID


	QHB
	QVH (J-52)
	QEA (J-53)
	QYD (J-63)
	QYX (J-54)
	QIE (J-51)
	QPL
	QCR

	Location


	St. Albans , VT
	Riverhead , NY
	North Truro , MA
	Caribou , ME
	Bucks Harbor, ME
	Gibbsboro, NJ
	The Plains, VA
	Elwood, NJ

	PAMRI #s


	
	C0 / C1 / C2
	
	
	
	22/23/24
	72/73/74
	75/25/C3

	Host LDN


	
	540, 541, 542
	
	
	
	543, 544, 545
	549,550,551
	546,547,548

	EQUIP


	FPS67B/BI-5/CD-2
	ARSR-3/BI-5 
	ARSR-4 / BI-5
	ARSR-4 / BI-5
	ARSR-4 / BI-5
	ARSR-4/FPS-60
	ARSR-3
	ARSR-2

	Scan Rate


	12.0 Sec
	12.0 Sec
	12 Sec
	12 Sec
	12 Sec
	
	12 Sec
	9.6 Sec

	Ground MSL


	0
	
	
	682
	270
	
	 
	 

	Tower


	0
	75
	50
	75
	75
	
	 
	 

	Focal MSL


	1330
	260
	236
	779
	350
	
	 
	 

	SRTQC


	1.0 / 0032
	1.0 / 0029
	1.0 / 0011
	1.0 / 0011
	1.0 / 0011
	
	 
	 

	BRTQC


	1.0 / 2080
	1.0 / 2085
	1.0 /2048
	1.0 / 2048
	1.0 / 2048
	
	 
	 

	PE #1


	       82.3 / 2179
	53.5 / 3132
	46.0 / 1636
	24.2 /  446 
	17.2 / 3183 
	
	 
	 

	PE #2


	          24.5 / 323
	
	
	
	
	
	 
	 

	Latitude


	44 46 54 N
	40 52 42 N
	42.02.04.40 N
	46 53 09.6 N
	44 37 46.7 N
	39 41 29.04 N
	38 52 55.9 N
	39 35 20.29 N

	Longitude


	073 03 57 W
	072 41 16 W
	070 03 15.55 W
	67 58 17.9 W
	67 23 43.8 W
	74 57 15.01 W
	72 42 12.1 W
	74 41 55.21 W
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B-16:  DSF-1 Lab Hardware Configuration
B-17:  DSF-2 Lab Hardware Configuration
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[image: image27.wmf]B-18:  T&E, EDARC Lab Hardware Configuration
B-19:  DSSC Hardware Architecture Overview
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B-20:  DDA Bytex Digital Radar Inputs to WJHtc
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B-21:  DDA Bytex Digital
B-22:  kdi lsss dda Analog Source and Destination
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APPENDIX C:  LABORATORY form listing

C-1:  Host Info User Class Request

C-2  Host User ID Request Form

C-3  DSR/DCCR User ID Request Form

C-4  Disk/Tape Request

C-5  SSF Utilization Report

C-6  Hardware Discrepancy Report

C-7  Program Technical Report

C-8  Logon Request Form Personnel Logon ID

C-9  Mini Disk Request Form

[image: image31.png]Vehicle Decal & Regulation
Acceptance Receipt

Decal # | Name:
(PRINT)

License Plate # Tel. Ext. Organization:

| hereby understand and agree that acceptance of this decal, as indicated by my signature
below, constitutes my consent to the following terms and conditions:

1. While | am operating a vehicle on Center-owned or Center-leased Property,

| WILL:
(a) Comply with all instructions and commands of security officers and military

police.

(b) Obey traffic regulations and other directions contained in Order
CT 3900.23, Motor Vehicle & Pedestrian Traffic Regulations and Control.

(c) Maintain a valid insurance policy on the above designated vehicle in an amount
at least equal to the minimum legal coverage applicable in the
state in which it is registered.

2. While | am operating a vehicle on Center-owned or Center-leased property,

| WILL NOT:

(a) Park in spaces designated for Government or service vehicles, motorcycles, or
handicap persons unless | comply with the terms and conditions for that space.

(b) Utilize more than one parking space, park in fire lanes or hydrant zones,
driveways, grassed areas, NO PARKING, or RESTRICTED areas.

(Signature) (Date)
CT Form 1600-12.1 (12-92) Supersedes Previous Edition



C-1:   Host System Info User Class Request
C-2:   HOST User ID Request Form
[image: image32.png]|

PARKING APPLICATION
PRIVACY ACT DISCLOSURE

1. Collection of personal data from persons seeking parking privileges in Technical Center parking lots is authorized
by P.L. 89-670, Department of Transportation Act, October 15, 1966.

2. Submission of this form is voluntary; however, individuals who do not submit the form, or do not provide all of the
requested data will not be considered for issuance of a parking permit. The data will be used to issue permits

and manage parking facilities.

-

ITEMS 1 and 2
ITEMS 3 Thru 8
ITEMS 3, 6A, and 8
ITEM 9

ITEM 9A

INSTRUCTION

APPLICATION MUST BE TYPED. HANDSCRIBED AND INCOMPLETE APPLICATIONS WILL BE RETURNED WITHOUT ACTION.

DRIVERS LICENSE, PROOF OF INSURANCE & REGISTRATION
ARE REQUIRED WITH SUBMISSION.

LEAVE BLANK. Data will be inserted by the security contractor.

Information is required for all NEW or REVISED applications.

Information is required to report a LOST decal or WITHDRAW existing privileges.
NEW/REVISED: Division/staff level (or equivalent) approval is required.
HANDICAPPED: Certifying Official designated by order CT 4665.1, Handicap Parking.
CONTRACTORS: COTR’s approval required.

LEAVE BLANK. Date will be inserted by the certifying offical authorizing temporary
handicap parking.

1. DECAL NO. 2. DATE ISSUED

3. APPLICATION TYPE 4. LOCATION DESIRED

h NEW

[0 REVISION
[0 LOST PERMIT

[] WITHDRAWAL | [ TECH. BLDG.

] BLDG. 301
[0 OTHER (Specify)

5. PRIORITY GROUP

[C] NON AOA (BLUE)

[] PHYSICAL HANDICAP
[0 carpPOOL

[J] INDIVIDUAL

[ cycLE

] AoA (RED)

6. Year Make Model
Color License Plate # State
Driver Lic. # State

Insurance Co,

6A. APPLICANT’S NAME AND RESIDENCE ADDRESS

6B. APPLICANT’S BUSINESS ADDRESS (Work Location)

7. Office Tel. #

(1) _ (1) _
| (Last, First, Ml) (Dept., Admin.) 7A. Rig. Sym.
(2) (2)
(Number and Street of Box Number) (Number and Street)
(3) (3)

(City, State, Zip Code)

(City, State, Zip Code)

8. APPLICANT: | certify that all statements are true to the best
of my knowledge.

9. CERTIFYING OFFICIAL’'S NAME AND TITLE

9A. Expiration Date

8A. SIGNATURE OF APPLICANT 8B. DATE

9B. SIGNATURE (Certifying Official)

9C. DATE

CT FORM 1600-12 (08-96) Previous edition obsolete




C-3:   DSR/DCCR User ID Request Form
[image: image33.png]FAA TECHNICAL CENTER
SECURITY AND IDENTIFICATION SYSTEM
ACCESS CLEARANCE FORM

A. To be completed by security:
Expiration date:

Date entered:

. To be let employee:
Empioyee Name: First Name Birth Date
Last First Mi
Social Security # Rtg.Symbol___ _____ Extension#
Contractor / Company Name:
Address:
City / State:
Vehicles: Make License: State Decal #
Make License: State Decal #
Make License: State Decal#
Requesting Supervisor /COTR
Printed name Signature Telephone #
O 1 300 2nd Fir. Lab O 42 AOAGate3 0O 99 Bidg 315 Rear Dr.
O 4 300 2nd Fir. Lab O 43 AOAGate 4 O 100 Bidg 315 (Gate in)
O 5 300 2nd Fir. Lab [0 44 TSF Office O 101 Bidg 315 (Gate Out)
O 6 300 2ndFir. Lab O 45 TSF Dock O 105 AOA 11
0O 7 300 2nd Fir. Lab 0O 46 TSF Office Q 108 ACA 10
0O 8 300 2ndFir. Lab + O 47 Gate 3 Manual 0 107 AOCA 9
0O 12 300 2nd Fir. Lab O 48 301 Supply Room Q 108 AOA 8
O 13 300 2nd Fir. Lab O 51 TMCC Q 109 ACA 7
O 14 300 2nd Fir. Lab O 54 EOF Dome Q 113 Bidg 201
O 15 300 2nd Fir. Lab O 56 Switchroom Q 114 Bidg 202
17 322 Doy Care Ctr. O 57 ATQ 3" Floor Q 115 Bldg 210
0 18 500 “™Fir. Lab O 58 Interior Day Cara Door (O 116 Bidg 288
O 19 300 3rd Fir. Lab O 65 Bidg 28 Main O 117 Fuel Research/Front
0O 20 300 3rd Fir. Lab O 68 Bidg 28 Interior . O 118 Fuel Research/Rear
O 21 300 3rd Fir. Lab O 67 Bidg 28 Loading O 119 Building 202 (Gate)
O 22 300 3¢d Fir. Lab O 68 Bidg 28 Rear
O 23 300 3rd Fir. Lab O 69 Bildg 27 Main
O 24 300 HostLab 0O 70 Bidg 27 ADA Ramp
O 25 Tape Lab 0 71 Bidg 27 R/Rear
0 26 316 Job Shop O 72 Bldg 27 URear
O 33 301 S. Entr.{night) O 73 Bidg 27/28 (H/wy Dr.)
00 34 301 N. Entr.(night) 0 79 Bidg 270 Front (night)
O 35 3013 Fur. 0 80 Bidg 270 (night) L/Rear
O 38 301 4th Fir.(N. Roof) O 81 316 Loading Dock
O 37 301 4™ Fir.(S. Roof) 0 88 318 3rd Fir. Lab
O 38 Gate 3 in O 87 318 3rd Fir. Lab
O 39 Gate 3 Out O 88 316 3rd Flr. Lab
0O 40 TSF Main Entr. O 97 Bidg 315 Main
0 41 AOCA Gate 2 O 98 Bidg 315 Side Dr.

Readers listed above require: 1) Written justification for access attached to this form and, 2) Completion of Part C for all
required readers (see reverse side of this form). All other reader accesses are given to all personnel.
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C-4:   Disk/Tape Request
[image: image34.png]C. Approval Signature Required Below:

#1 and #14 #4 thru 8, #15, #18 thru 26, 81, 86 thru 88

#12/13 #17/58 #33/34

#35 #38 thru 39, 47

#40/44 thru 46, #48 #51

#36/37 #54 and #81 #58 57

#65 thru #68 #69 thru?3 #79/80

#97 thru 101 #41 thru #43, #105 thru 109 #113
#114/119 #115 #1168

#1117 #118

Location of Authorizing Organizations

#1 (Restricted Access) & #14 (General Access) (T CDC Lab) is approved by ACT-410, located in the
Technical Building, 2™ Flr, Column G32, ext. 5-5326 or Column H34, ext. 5-6732.

#4 thru #8, #15, #18 thru #26, (Second & Third Floor Labs), #81, #86 thru #88 (Building 316) are
approved by ACT-420, located in Building 316, 4th fioor, Office 418, ext. 5-6746.

#12 & #13 (Data General Area) are approved by ACT-72, located in the Technical Building, 4th floor,
Column L-28, Ext. 5-5772.

#17 & #58 (Day Care Center)'is approved by the FAA Child Care Coordinator, located in the Technical
Building, 1st floor, Column L-27, ext. 5-5291.

#33/34 (Hangar) Nighttime access is approved by AVN non-flight inspection, ext. 5-4558; ACY/FIOA,
ext. 5-4599: ACT-430, ext. 5-6788; ACT-360, ext. 56986, ACT-370, ext. 5-6918.

#35 (Building 301, 3rd FIr.) is approved by ACT-359, located in the Technical Building on the 2nd floor,
ext. 56345, or ACT-360, ext. 56918 or ACT-370, ext. 5-6986, both located in
Building 301.

#38 thru #39, & #47 (Gate 3) is approved by ACT-600, located in the Technical Building, 4" Floor,
Column F35, extension 5-4848.

#40, #44 thru #46 (TSF Building), #48 (Bldg 301. Supply Rm), are approved by ACT-52, located in the
TSF Building, ext. 5-6112/5-6103/56336.,

#41 thru #43 (Airport Operations Area) are approved by ACT-600, located in Building 301, Operations
Center, ext. 5-6482.

CT Form 1600.71 (9/17/97)
Page 2 of 4




C-5:   SSF Utilization Report
[image: image35.png]#51 (Traffic Management Complex) is approved by TMMC, located in the Technical Building on the
first floor, column F-6, ext. 5-6449.

#36/37 (301 4™ (N/S Roof) #54 (EOF Dome), #81 (316 Loading Dock) is approved by ACT-430,
located in the TSF Building, ext. 5-6788.

#56 (Switch Room) is approved by ACT-72, located in the Technical Building, on the 4™ floor,
Column K-27, ext. 5-4376.

#57 (ATQ 3" Floor) is approved by ATQ-2, located in the Technical Building, on the 3" floor,
column H13, on ext. 5-5743.

#65 thru #68 (Building 28, Human Factors Lab) are approved by ACT-540, ext. 5-6805 or 5-4752.

#69 and #73 (Building 27, Integration and Interoperability Facility) are approved by ACT-500,
ext. 5-7937.

#79/80 (Building 270) is approved by AAR-201, ext. 5-5777, ACT-434, ext. 5-5998, ACT-433,
ext. 5-6581, AAR-410, ext. 5-5397, ACT-520A, ext. 5-5645.

#97 thru #101 (Building 315) is approved by AAR-510, located in Building 315, ext. 54958 or
ext. 54942

#105 thru 109 (All AOA Gates) are approved by ACT-600, located in Building 301, Operations Center,
ext. 5-6482.

#113 (Building 201) is approved by AAR-400, located in building 201, ext. 5-4464.

#114 (Federal Air Marshal Facility), and #119 (Building 202, Gate) is approved by ACO-70,
ext. 5-8337.

#115 (Aero Safety Area) is approved by AAR-400, located in Building 210, ext. 5-4464.
#116 (Building 288) is approved by AAR-410, located in Building 270, ext. 5-6686.

#117 and #118 (Fuel Research Lab) is approved by AAR-432, located in Building 210,
ext. 5-4280.
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C-6:   Hardware Discrepancy Report
[image: image36.png]NOTE: EACH APPLICANT MUST PRESENT THE FOLLOWING
VALID DOCUMENTS WHEN APPLYING FOR VEHICLE
DECAL OR TEMPORARY PARKING PERMIT:
DRIVER'’S LICENSE
PROOF OF INSURANCE

VEHICLE REGISTRATION

?RIVACY ACT NOTIFICATION

The information on this form is solicited under authority of Order CT 1600.20,
Technical Center Security and Identification System.

Submission of this information is voluntary.

The purpose of this information is to obtain data required to complete the
cardkey data base form, which is the Center's security and identification
system.

This information will be used to issue a cardkey access card/ID badge which
will allow personnel to gain entrance to certain doors/gates/buildings.

Incomplete submission will result in delay or denial of your card/badge.
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C-7:   Program Technical Report
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C-8:   Logon Request Form Personnel Logon ID (3-18)
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C-9:   Mini Disk Request Form
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APPENDIX D:  Update and Change Form

Date:







To:

ACT-410

From:
















Name




Routing Symbol


Extension

Re:

En Route System Support Facility




Laboratory Handbook – October 1999




Doc. # HWE-99-2004

Page number:





Section number:





Paragraph number:





Table number:






Figure number:






Appendix:





Recommended change:

Note:  Use additional pages if necessary, attach revised pages or additions.  Make changes in ink and place 

a bar in the margin to mark the change.

Appendix e:  referenced documents

SSS-AAS-DA093-DSR
System/Segment Specification Display System Replacement/

Volume II
DSR System Support Complex (DSR/DSSC)

Revision C (BAB04)

September 9, 1999
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[image: image44.png]IDENTIFICATION CARD/CREDENTIAL APPLICATION-PRIVACY ACT

The information on this form is requested under the authority of Titles 5 and 49, USC; Title 32,
CFR; Title 40, USC 486c; and Executive Order 9397.

SUBMISSION OF ALL INFORMATION ON THIS FORM IS MANDATORY.

The purpose is to provide a ready concentration of employee personal data to facilitate issuance,
accountability, and recovery of required identification/credential card(s) which are issued to
employees and contractors.

This information provided will be used to issue such identification/credential card(s) as may be
required to enable the employee or contractor to properly conduct assigned duties.

Providing your Social Security Number (SSN) on this form is mandatory. The information is
needed to comply with E.O. 9397, which states that Federal agencies are to use the SSN to keep
agency files accurate. The SSN will ensure that the information collected about you is not con-
fused with that of others having the same or a similar name.

Your SSN does not appear on the DOT identification card.

Failure to furnish all of the information requested on this form may result in: (1) the denial of the
identification media for which you are applying; (2) your inability to be identified properly; and, (3)
your inability to perform all aspects of your assigned official duties.

“See Prefatory Statement of DOT General Routine Uses.”

TEAR OFF SUPPLEMENTAL
BEFORE USE DOT F 1681 INFORMATION

DOT COMP
TITLE/GRADE

EXPIRATION DATE

INSTRUCTIONS TO
EMPLOYEE:

TYPE ALL ENTRIES.

THIS FORM MAY BE USED
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MORE THAN ONE ITEM.

OFFICE/SERVICE/REGION/CENTER

WEIGHT OFFICIAL STATION

(PHOTO)

lbs.

COLOR EYES

CREDENTIAL JUSTIFICATION

COLOR HAIR DATE OF APPLICATION

SIGNATURE OF APPLICANT AUTHORIZING OFFICIAL (Signature. Title. Routing Symbol)

DOT F 1681 (10-94) . IDENTIFICATION CARD/CREDENTIAL APPLICATION
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PARKING APPLICATION
PRIVACY ACT DISCLOSURE

1. Collection of personal data from persons seeking parking privileges in Technical Center parking lots is authorized
by P.L. 89-670, Department of Transportation Act, October 15, 1966.

2. Submission of this form is voluntary; however, individuals who do not submit the form, or do not provide all of the
requested data will not be considered for issuance of a parking permit. The data will be used to issue permits

and manage parking facilities.

-

ITEMS 1 and 2
ITEMS 3 Thru 8
ITEMS 3, 6A, and 8
ITEM 9

ITEM 9A

INSTRUCTION

APPLICATION MUST BE TYPED. HANDSCRIBED AND INCOMPLETE APPLICATIONS WILL BE RETURNED WITHOUT ACTION.

DRIVERS LICENSE, PROOF OF INSURANCE & REGISTRATION
ARE REQUIRED WITH SUBMISSION.

LEAVE BLANK. Data will be inserted by the security contractor.

Information is required for all NEW or REVISED applications.

Information is required to report a LOST decal or WITHDRAW existing privileges.
NEW/REVISED: Division/staff level (or equivalent) approval is required.
HANDICAPPED: Certifying Official designated by order CT 4665.1, Handicap Parking.
CONTRACTORS: COTR’s approval required.

LEAVE BLANK. Date will be inserted by the certifying offical authorizing temporary
handicap parking.

1. DECAL NO. 2. DATE ISSUED

3. APPLICATION TYPE 4. LOCATION DESIRED

h NEW

[0 REVISION
[0 LOST PERMIT

[] WITHDRAWAL | [ TECH. BLDG.

] BLDG. 301
[0 OTHER (Specify)

5. PRIORITY GROUP

[C] NON AOA (BLUE)

[] PHYSICAL HANDICAP
[0 carpPOOL

[J] INDIVIDUAL

[ cycLE

] AoA (RED)

6. Year Make Model
Color License Plate # State
Driver Lic. # State

Insurance Co,

6A. APPLICANT’S NAME AND RESIDENCE ADDRESS

6B. APPLICANT’S BUSINESS ADDRESS (Work Location)

7. Office Tel. #

(1) _ (1) _
| (Last, First, Ml) (Dept., Admin.) 7A. Rig. Sym.
(2) (2)
(Number and Street of Box Number) (Number and Street)
(3) (3)

(City, State, Zip Code)

(City, State, Zip Code)

8. APPLICANT: | certify that all statements are true to the best
of my knowledge.

9. CERTIFYING OFFICIAL’'S NAME AND TITLE

9A. Expiration Date

8A. SIGNATURE OF APPLICANT 8B. DATE

9B. SIGNATURE (Certifying Official)

9C. DATE

CT FORM 1600-12 (08-96) Previous edition obsolete







